
Developing a Mixed-Methods Pipeline for 
Community-Oriented Digitization of Kwak̕wala Legacy Texts
Milind Agarwal, Daisy Rosenblum, Antonios Anastasopoulos



Improving OCR for Kwak̕wala Texts
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• OCR for Iegacy data in Kwak̕wala

• Why?
○ Rich Written Tradition 
○ High value for community research
○ Digital files available only as 

scanned images
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Kwakwa̱ka̱’wakw communities, Kwak ̕wala language reclamation
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• Wakashan language indigenous to North 
Vancouver Island and opposing mainland in 
British Columbia (Canada)

• 18 distinct Nations, 5 dialects
• Robust learner community; multiple  

revitalization efforts. 
• >3 orthographies, 2 most common
• Strong tradition of documentation, both 

internal and external
• Impacted by colonial occupation, forced 

relocation, removal from land, residential 
school system 



Kwakwa̱ka̱’wakw communities, Kwak̕wala language reclamation



Value to Language Revitalization
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• Manual re-transcription is the norm

• If OCR works well, it can:

• Reduce manual effort

• Allow search, increase community access

• Machine-translation enable NLP applications 
(language modeling,  ASR, transliteration…)

Jaymyn LaVallée, Michayla King
Gwa’sala-Nak̕waxda’xw Language Revitalization Program

Elder Speakers’ Gathering, Gwa’sala-’Nakwaxda’xw Elders’ 
Centre, November 12, 2009

• Allow learners and speakers to spend more 
time together doing their most important work
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Caption



Input data
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Bilingual (English & Kwak̕wala) 
Boasian Trilogy: George Hunt & 

Franz Boas collaboration
1897-1948

over 11 published volumes (~10000 
pages)

Additional trove of unpublished archival 
text (type- & hand-written)



Initial Challenges
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• Existing OCR systems don’t 
work very well on many 
under-resourced languages

• Even pretrained OCR 
systems that support 30+ 
scripts do not support the 
early 20th c ethnographic 
writing systems 

• More difficult on old books 
and low-quality scans

• Difficult to train a good 
model without data!



Text Selection: Community-determined
Boas, Franz, and George Hunt. 1921. “Ethnology of the Kwakiutl. Based on Data Collected by 
George Hunt.” In Thirty-Fifth Annual Report of the Bureau of American Ethnology Presented to 
the Secretary of the Smithsonian Institution, parts 1 and 2, 42–794, i–xi [index]. Washington, DC : 
Government Printing Office.



First Phase
1
1

● Post-correction OCR model
● CER improved from 30% > 4%!
● Automated conversion from Boas > 

U’mista 
● 1401 separate txt files (66.txt, 67.txt…)

● Compiled first draft PDF for distribution



Communities and Consultations
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First draft of text distributed widely to ~50 
community experts and areal knowledge 
specialists/researchers for feedback

•GN Language Program
•Staff of the Ḵ̕wala adult immersion language 

program
•Language teachers in the GNN Elementary 

School
•Heritage language learners and teachers at 

UBC
•Elders working with the language
•Academic researchers, linguists



Secondary Challenges
1
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• Revising 1921
○ Restore line numbers
○ Restore missing titles

How to make this model transferable to 
other texts?
Essential: 
○ How to handle diverse formatting, 

layouts & arrangement of English and 
Kwak’wala?

Nice to have: 
○ Images & Figures
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First-Pass OCR

Stretched rom therow right through laid oxwalelodayu lax ogiwa la
To the stern but when the little he benda la lax o xlayas lala - 
Canoe is upright it is this way )) qexs henaleda xwaxwagle
ga gwa lega ).

Google Cloud Vision OCR - Text Detection Module



Google Cloud Vision OCR - Text Detection Module

- Advantages
- Free to use, up to 1000 pages per month
- Access through Google Cloud API services 
- Quick and easy setup, and rich metadata where available

- Disadvantage:
- Does not allow finetuning
- Language ID labels are often missing
- Bounding boxes may not be structurally coherent

First-Pass OCR



16

LangID
Stretched rom therow right through laid oxwalelodayu lax ogiwa la
To the stern but when the little he benda la lax o xlayas lala - 
Canoe is upright it is this way )) qexs henaleda xwaxwagle
ga gwa lega ).

Stretched rom therow right through laid oxwalelodayu lax ogiwa la
To the stern but when the little he benda la lax o xlayas lala - 
Canoe is upright it is this way )) qexs henaleda xwaxwagle
ga gwa lega ).

English-language detector (fastText)
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LangID
fastText custom language identification training

- bilingual first-pass texts from Boas collection used for training
- 1000 sentences for each language (Kwak’wala and English)
- Trained using default fastText parameterizations
- Achieves 99+% accuracy on held-out test set
- We apply this to the first-pass text to potentially use language as a 

proxy for structure
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Masking
Stretched rom therow right through laid oxwalelodayu lax ogiwa la
To the stern but when the little he benda la lax o xlayas lala - 
Canoe is upright it is this way )) qexs henaleda xwaxwagle
ga gwa lega ).

laid oxwalelodayu lax ogiwa la
benda la lax o xlayas lala - 
)) qexs henaleda xwaxwagle
ga gwa lega ).

High-likelihood English spans are temporarily masked
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Masking
- Texts are diversely formatted with illustrations, figures, page numbers, 

line numbers etc.
- The post-correction model requires only Kwak’wala text and doesn’t 

handle non-Kwak’wala text very well
- We apply a masking layer that temporarily hides:

- line numbers (that provide cross-reference information to other 
collections (very important for readers)

- page numbers 
- punctuation

- Done with a simple deterministic Python script
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Post-Correction
laid oxwalelodayu lax ogiwa la
benda la lax o xlayas lala - 
)) qexs henaleda xwaxwagle
ga gwa lega ).

la'e do'x³waLElōdayu lāx o'g'iwa³yas la
hë'bendāla lax ō'xĻa³yas, lāĻa-
qēxs hë'nałaēda xwā'xwagumLē
ga gwälega).

Remaining Kwak’wala text is sent for post-correction, 
as per Rijhwani et al. (2020)
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Post-Correction
- Can automatically correct errors in very low-resource OCR settings
- Train a very small correction model on a sample of first-pass and gold 

reference sentences
- Multi-source neural architecture (based on Rijhwani et al. 2020) which 

was shown to reduce OCR character-level errors by 30-60%
- We use the model as is, with the lexically-aware decoding setting 

turned off as it was shown not to benefit Kwak’wala 

- We train the model from scratch, replicate the CER results from the 
original paper, and then apply the model to our dataset
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Reconstruction
la'e do'x³waLElōdayu lāx o'g'iwa³yas la
hë'bendāla lax ō'xĻa³yas, lāĻa-
qēxs hë'nałaēda xwā'xwagumLē
ga gwälega).

Stretched rom therow right through  
To the stern but when the little
Canoe is upright it is this way
la'e do'x³waLElōdayu lāx o'g'iwa³yas la
hë'bendāla lax ō'xĻa³yas, lāĻa-
qēxs hë'nałaēda xwā'xwagumLē
ga gwälega).

English text and other masked tokens are reintroduced at the 
appropriate indices. Orthographies can be converted 
(U’mista or SD-72)
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Evaluation
la'e do'x³waLElōdayu lāx o'g'iwa³yas la
hë'bendāla lax ō'xĻa³yas, lāĻa-
qēxs hë'nałaēda xwā'xwagumLē
ga gwälega).

Compare final corrected outputs to original gold 
labels, at the character level to obtain CER
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Mixed-Methods Pipeline

1) First-Pass OCR 2) LangID Labeling

3) Masking/Isolation4) Post-Correction

5) Reconstruction 
and Output

6) Evaluation with 
Gold data
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Results
• Community-oriented prioritization of texts for 

digitization

• With our mixed-methods pipeline, including 
language identification, masking, and automatic 
post-correction, we achieve for our Kwak’wala 
texts:

• ~50% decrease in character error rate

• ~87.5% reduction in structural error

■ insertion, deletion, and maximal move 
operations required across the output page 
to make it identical with the reference text 
(Kanai et al, 1995)



26

Next Steps
• Stable OCR Packages for Kwak’wala: 

1. Developer friendly (repeatable & transferable)
2. End-user friendly 

• Investigation of multiple langID modeling approaches for 
Kwak’wala (other than fastText)

• Create more gold reference texts for better evaluation
• More extensive benchmarking across more books/collections
• With consent of the language community, share digitized texts 

with the data hosting institutions, such as the American 
Philosophy Society and Columbia University Rare Books and 
Special Collections

 



Gilakas’la! Thank you!
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Developing a Mixed-Methods Pipeline for Community-Oriented Digitization of 
Kwak'wala Legacy Texts

Milind Agarwal, Daisy Rosenblum, Antonios Anastasopoulos

GitHub Repository
Contains code for all stages of the 
pipeline, as applied on Kwak’wala



Next Steps
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• Text extraction from two volumes (Boas and Hunt, 1921)

• Transliteration into two community-preferred orthographies 
(U’mista, Liq’wala)

• Apply model to other languages written in same typeface

• Develop/improve OCR model for unpublished typescript

• Create dataset for developing other NLP tools


