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Introduction & Backgrounds

1 We have been developing rule-based GEC for Indigenous
languages for the last decade-ish

2 LLMs are currently being sold as silver bullet for all NLP
tasks

3 We set out to test where they are now at for GEC in
Indigenous language context

4 Trying to find out good and bad use cases and ethical
use



Who we are

Divvun at UiT Norway’s Arctic university



Sámi languages



Features of Sámi languages especially with
regard to GEC

Uralic languages, not related to Indo-European
Morphological complexity: more than average
Indo-European, less than poly-synthetic
Young and developing orthographies and standards,
active literary culture (media, administration, fiction,
translations)
Language is taught in schools: many of our users are
students often dependent on functional language tools
for homework and exams



What is GEC?

Grammatical error correction concerns correcting text
based on grammar
Mainly concerns on fixing correctly spelled real words in
wrong context, i.e. not mispellings that result in a
non-word
e.g. subject does not agree with verb form, adposition’s
complement is in wrong case



Importance and quality of GEC

GEC is part of building of a language standard /
revitalisation support for writers
There are both L1 and L2 writers, and GEC is
commonly used
so: GEC must have high precision and follow the
language standard that is supported by authorities /
community
Hypothesis: LLM-based GEC struggles by preferring
what is common in data over what is the language
standard
Also: having LLM as an responsible authority of
language norms?



Experiment

We randomly selected 100 sentences from our error
corpus and gave them to ChatGPT and our rule-based
grammar checker GramDivvun. Sentences contained
between zero and many errors.



ChatGPT



GramDivvun

Figure: The red lines are GoogleDocs default English
grammar checking



Results

System Precision Recall F0.5

GramDivvun 58 % 60 % 0.58
ChatGPT 17 % 13 % 0.16

Table: Precision, recall and F0.5 scores of the systems we
tested. NB: One should not use F1 with GEC, since the
emphasis is on precision.



Conclusions

LLMs are not yet at the level of rule-based GEC at all
in general—as in, for English—they improve at rapid pace
for now
eventually will get rolled out in more commercial products
→ we need to ensure we aren’t getting forced to pay for low
quality AI GEC

For language revitalisation, building of a language
standard, etc., LLM cannot take authority or
responsibility
Failures in North Sámi LLM error correction are critical
and the output cannot be trusted (which is a
contraditiction to its use …)



Giitu / Thank you ,
Gažaldagat / Questions

feedback@divvun.no
https://divvun.no
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