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First published lexd morphological transducer for a Dene language

Today:

● About the Hän language
● What a morphological transducer is
● Challenges in creating a morphological transducer for a Dene language
● Creating a guesser
● Evaluation
● Next steps & applications
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The Hän language
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The Hän language

● Dene / (Northern) Athabaskan

● Spoken around Eagle, Alaska, and Dawson City, Yukon Territory
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Critically endangered

● Only 5 remaining speakers, all over 70 years old

● No longer used on a daily basis

● However, children and grandchildren of the remaining speakers now want to 
learn and revitalize the language
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Previously, in Hän revitalization

● Flashcards, phrasebook, textbook
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Previously, in Hän revitalization
Language lessons
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Where our data comes from

~2300 verb paradigms
elicited by Willem de Reuse
between 2006-2012
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Where our data comes from
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Additional data elicited
between 2016 and 2022
by Maura O’Leary and Blake 
Lehman

Where our data comes from
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Short stories written by Ruth Ridley
(the youngest remaining speaker)

Where our data comes from
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Transducer
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What is a morphological transducer?

● A finite-state model of a language's morphology
● Performs:

○ analysis: valid forms of a language receive one or more morphological analyses
○ generation: and a valid form is output when an analysis is input

● Preferable to ML approaches (Butt 2020), no large dataset available anyway
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5 Challenges in creating a transducer for a 
Dene language
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#1 Prefixational morphology
● Traditional approach: lexc

○ Continuation lexicons 
○ Ordering of morphemes and tags the 

same by default
○ Really hard to do non-suffixational 

morphology

● Hän: a prefixational language
○ To get prefixes, previous approaches 

have used: flag diacritics, intricate 
continuation lexicons, simplified 
“zones” of morphology (Harrigan et al., 
2017; Arppe et al., 2017; Holden et al., 2022)

○ More complex code (less 
maintainable), increased transducer 
size, slow compilation, slow runtime 
speeds

Hän:
hu-tr’ë-n-oh-’įį
3plO-1plS-theme-1plS-see.IMPF
‘We see them.’
noh’įį<v><tv><impf><s_1pl><o_3pl>

rather than:
<o_3pl><s_1pl>noh’įį<v><tv><impf>

Kyrgyz:
канат-тар-ыбыз-дан
wing-PL-POSS.1PL-ABL
‘From our wings’
канат<n><pl><px1pl><abl>
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#1 Prefixational morphology
● Our approach: lexd formalism, designed for non-suffixational morphology

○ Uses patterns (see below), rather than continuation lexicons

 Verb Template:

Can be easily rendered as a pattern in lexd:

Disjunct 
prefix

Pl. 
Subj.

Object Deictic 
Subject

Reflexive Directive Future/
Inceptive

Gender/
Qualifier

Theme Conjugation 
Marker, 
Subject, 
Classifier

Stem

(VerbStem-Tv(1) subject(1) object?(1) subject(2) object?(2) :VerbStem-Tv(2) 
aspect(1) VerbStem-Tv(3) VerbStem-Tv(4) subject(3) [ :{NOV} ] VerbStem-Tv(5) [ 
<v><tv>: ] VerbStem-Tv(2): aspect(2) subject(4) 
object?(3))[^[3Ssub,non3Ssub],^[impf,perf,incp,fut,opt],^[sg,pl],^[l,d,0cl,
ł],^[0cm,dh,gh,n]]
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#2 Distributed morphological features
● Subject morphology is spread over three spots in the verb structure with a 

four-column lexicon format

● Stem-specific morphology encoded in a verb lexicon of five parts

Plural Subject (3pl) Deictic Subject (1pl) Subject marking Subject tags

tr’ënoh’įį ‘we see’ trʼë> oh> <s_1pl>

nihënoh’įį ‘they are looking at us’ hë> oh> <s_3pl>

Disjunct Prefix Directive Prefix Gender/Qualifier Theme Prefix Stem

udohkät ‘ask’ u>                                 d> kät

nä’aww ‘eat’ nä> ’àww

jënohtlòt ‘boil’ jë> n> tlòt
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#3 Verb and subject features: Stem alternations

● Unpredictable verb stem alternations depending on aspect marker and 
(sometimes) plurality

 

● Alternations not predictable / not able to be treated as phonology

Verb Gloss Imperfective Perfective Future

ʼseeʼ ʼįį ʼį̀̓ ʼįẁw

Verb Gloss Singular (Imperfective) Plural (Imperfective)

ʼgoʼ haa jèww
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#3 Verb and subject features: Subject conjugations

● Subject markers also take different forms based on classifier, conjugation 
marker, aspect, number, and person
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#3 Verb and subject features: Matching

● We use filter tags, a lexd feature, to match verb entries to subject markers 
○ Many permutations as a result - 173 entries in the subject lexicon 

● Each morpheme in the subject lexicon has filters for verb classifier, 
conjugation marker, aspect, person (to a minimal extent), and number.

[ł,impf,0cm,non3Ssub,sg]:ök>

● Each morpheme in verb lexicon has filters for verb classifier, aspect, 
conjugation marker, and number

nähaa:haa[0cl,impf,0cm,sg]
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#4 Spelling variations

● Spelling is not perfectly consistent across sources:
○ Orthography developed in 1977 by linguists John Ritter and Michael Krauss with 

speakers Louise Paul and Ruth Ridley
○ Not all speakers are comfortable writing in the orthography
○ Linguists’ elicitation notes sometimes reflect phonemes and sometimes reflect 

allophones
● Use the tag "Dir/LR", but keep the same lemma:

○ automatically removed from generator transducer
○ retained in analyser transducer

choo:choo     # "big"

choo:choh     # "big"  Dir/LR

analysis: ^choo/choo<adj>$ 
^choh/choo<adj>$ 

generation: ^choo<adj>/choo$
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#4 Encoding variations

● Different ways sources encode characters:
○ The character ‘ą̀̈’ (a +  ̨  +  ̈  +  ̀ ) could be encoded as:

■ ‘a’ with a series of diacritics after (in several possible orders),
■ precomposed ‘ä’ or ‘ą’ with additional diacritics added (in several possible orders)

● Solution: "spellrelax" rules (compose-intersected with analyser)
○ consistent with NFKD and available Hän keyboard (from Yukon Native Language Centre)

.o. [ ?* [ i  ̨ (->) į ] ?* ]    # i +  ̨  treated the same as composed į

.o. [ ?* [  ̨  ̈  (->) ̈  ̨  ] ?* ] #  ̨  +  ̈   treated the same as  ̈  +  ̨
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#5 Tone spreading

● The pattern:
○ Underlying low tones spread to the next syllable unless spreading would create a 

sequence of 3 low tones
○ Spreading skips over schwas
○ Tone spreading crosses word boundaries
○ Diacritics are generally used on all pronounced low tones, not just underlying ones

σ̀ σ σ σ̀ σ σ̀ σ̀ σə σ

Jìi  nidhänn? → Jìi nìdhänn?
what  want.2SG.IMPF
‘What do you want?’
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#5 Tone spreading

● The challenge:
FSTs operate at the level of the word; not easily possible to condition twol 
rules across a word (token) boundary

● The solution: “spellrelax” rules
○ Accepting a low tone diacritic (or not) on the first non-schwa syllable for any word

.o. [ [b|d|l|h|z|r|j|g|ʼ|t|s|c|k|ł|w|m|n|y]* [ a (->) a   ̀] ?* ]    
    # low tone “à” allowed in first syllable in place of high tone (unmarked) “a”

.o. [ [b|d|l|h|z|r|j|g|ʼ|t|s|c|k|ł|w|m|n|y]* [ i (->) i   ̀] ?* ]    
   # low tone “ì” allowed in first syllable in place of high tone (unmarked) “i”
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An additional part of the implementation 
process: The guesser
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What is a guesser
● A version of a transducer that accepts any hypothetical verb
● Leverages morphological patterns of transducers with regular expressions

● A form of a verb not in the transducer:
shënähtthee ‘you all are barking at me’

● The returned set of analyses includes the correct analysis:

[ł,0cm]: [ł,0cm]<GUESSER_ł_0cm_nthm>: [ł,0cm]:n> /([a-zʼ\̈\̀\̨])+/[ł,0cm]
[l,0cm]: [l,0cm]<GUESSER_l_0cm_nthm>: [l,0cm]:n> /([a-zʼ\̈\̀\̨])+/[l,0cm]

<GUESSER_0cl_0cm>nähtthee<v><tv><impf><s_3sg><o_1sg>
/<GUESSER_0cl_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>
/<GUESSER_d_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>
/<GUESSER_ł_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>
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Constraining guesser outputs based on null morphemes

● Lots of over-guessing, especially 3sg impf of 0-classifier verb
○ 3sg impf 0-classifier prefix = ∅-
○ So the entirety of any input could be analyzed as the stem (with the conjugation “∅- + input”)

● Some heuristics to the rescue:
○ Vowels and some consonant clusters don’t seem to appear at the beginning of roots

● twol rules that restrict guesser possibilities
○ using the /<= operator to exclude any path matching the pattern from the compiled transducer

● Result: fewer incorrect guesses

"restrict guessed forms with vowel-initial stems"
Vowel:Vowel /<= %{NOV%}: _ ;

"no hC- or nC- initial stems guessed by guesser"
C1:C1 /<= %{NOV%}: _ Cons:Cons ;

where C1 in ( h n ) ;
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Lexicon and evaluation¹

¹ All reports of code and performance are based on the code at revision b334130, 
dated 2025-01-17.
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Lexicon

● current smallish lexicon:
○ for implementation of morphology
○ covers other common words in 

our test corpus
● "unique" excludes:

○ spelling variants
○ context-dependent stems

● lemmas:
○ currently 3sg impf
○ will transition to 1sg impf based 

on recent speaker judgements

part of speech unique total

nouns 167 183

verbs 15 64

adjectives 18 20

prepositions 15 17

adverbs 6 8

conjunctions 3 4

modal words, determiners, pronouns, 
numerals, anthroponyms, etc.

22 23

total 246 319
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Corpora

Several texts used to evaluate transducer:

● Short stories written by native speaker Ruth Ridley (Ridley, 1983, 2018)
○ ~3.3k tokens
○ manually transcribed with some OCR augmentation

● Elicited sentences accompanying verb paradigms (de Reuse 2015b)
○ ~11.5k tokens (4.5k sentences, on average very short)
○ extracted by script
○ filtered to exclude English, author comments, organisational codes, non-sentence Hän 

material
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Coverage

● naïve coverage:
raw percentage of tokens analysed by 
the transducer, regardless of accuracy

corpus tokens ambiguity coverage

stories 3275 1.08 60.40%

elicited sents 11479 1.10 21.87%

● stories corpus has much higher coverage; reasons:
○ uninflected POSs (common nouns, prepositions, etc.) less common in sents corpus, easily 

included in transducer
○ elicited sentences include full range of verbs vs handful of common, domain-specific verbs
○ Elicited sentences have dialect variation which is not yet integrated into transducer

● sentences corpus main data source for transducer lexicon; coverage good sign
● to improve coverage: more verbs, more spellrelax, more phonology
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Size & Speed

● Compared to other Dene transducers, lexd approach appears to be:
○ much faster
○ much smaller 
○ much  easier to maintain

● Reason: less unwieldy approaches (no flag diacritics)

Generator content

19824 states

23105 arcs

4286 analysis-form pairs

Compiled transducer size

generator 375kB

analyser 879kB

guesser 6986kB

speed

analysis (3.3k tokens) 125ms

compilation
- 1 thread
- 4 threads

(652MB)
30s
14s

non-cyclical expansion 
of generator

280ms
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Next Steps & Applications
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Next steps for transducer

Moving forward:

● Expand the transducer lexicon
● Complete our account of Hän morphology
● Use spellrelax rules to account for phonological alternations
● Account for systematic spelling and vocabulary differences found between the 

the Eagle (Alaska) and Moosehide (Yukon) dialects of Hän, so that 
pedagogical resources we produce will be equally accessible to both 
communities
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Applications in Revitalization

Use the transducer to build dynamic tools that can be used by language learners:

● verb-form generator (Example: Kanien'kéha (Mohawk))

36
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Applications in Revitalization

Use the transducer to build dynamic tools that can be used by language learners:

● verb-form generator (Example: Kanien'kéha (Mohawk))
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Applications in Revitalization

Use the transducer to build dynamic tools that can be used by language learners:

● verb-form generator
● paradigm generator (Example: Spanish)
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https://apertium.github.io/apertium-paradigmatrix/


Applications in Revitalization

Use the transducer to build dynamic tools that can be used by language learners:

● verb-form generator
● paradigm generator
● sentence-level translator (Example: Many languages)

39

https://apertium.org/index.eng.html#?dir=eng-spa&q=We%20can%20translate%20one%20sentence%20to%20another.


Conclusion

● First morphological transducer for a Dene language written in lexd, which 
shows advantages over previous approaches to Dene morphology using 
lexc:

○ cleaner code
○ small transducer 
○ fast compilation and runtime speeds

● Our hope is that an efficient transducer will allow us to create helpful and 
easy-to-use language resources to aid the revitalization of the Hän language.
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code available at:
https://github.com/Swat
LangTech/apertium-haa
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Appendix: architecture
lexd Without Dir/RL, Use/Guesser

Without Dir/LR, Use/Guesser

Without Dir/RL

twol

spell
relax

analyser

generator

guesser

compose-intersect
compose-intersect
compose-intersect

compose-intersect
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