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Introduction

These proceedings contain the papers presented at the 8th Workshop on the Use of Computational Me-
thods in the Study of Endangered Languages (ComputEL-8), held on March 4–5, 2025 in Honolulu,
Hawai‘i. The workshop is co-located with the 9th International Conference on Language Documenta-
tion & Conservation (ICLDC9) and offers hybrid attendance options, enabling participants to join either
in-person or remotely.
As the name implies, this is the eighth workshop dedicated to the intersection of computational tools
and endangered language research. The inaugural event took place at the Association for Computational
Linguistics (ACL) main conference in Baltimore, Maryland in 2014. Subsequent workshops have been
co-located with the International Conference on Language Documentation & Conservation at the Uni-
versity of Hawai‘i at Mānoa (2017, 2019, 2021, 2023) or ACL-related venues (2022 in Dublin, Ireland;
2024 in St. Julians, Malta). We are delighted to continue this tradition by returning to Honolulu, marking
the fifth time the workshop has been held alongside ICLDC.
The primary aim of ComputEL-8 is to bring together computational researchers, documentary linguists,
and community language practitioners. By uniting these diverse groups, the workshop fosters a col-
laborative environment for exchanging ideas, methods, and resources that support the documentation
and revitalization of endangered languages. The organizers are gratified by the variety of contributions,
reflecting the importance of collaborative efforts across different disciplines and communities.
This year, we received 45 submissions in the form of papers or extended abstracts. Following a tho-
rough review process, 30 were accepted. In addition, 3 presentations formed our special session, titled
“Building Tools Together,” which focused on strategies for joint development of language resources and
technologies.
We extend our appreciation to all authors for their submissions and to the Program Committee for the
thoughtful review of each proposal. We also thank the ICLDC9 organizers for their assistance in hosting
this workshop. We hope that ComputEL-8 sparks discussions and partnerships that continue to enrich
the field of endangered language research, ultimately contributing to more robust support for language
communities worldwide.
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Abstract 

This paper presents a set of linguistic 

resources that formalizes the 

morphological behavior of simple Rromani 

adjectives. We describe the formalization of 

the adjectives’ morphology and the 

implementation with the NooJ linguistic 

platform of an electronic dictionary 

associated with a formal morpho-syntactic 

grammar. We can then apply this set of 

resources to a corpus to evaluate the 

resources and automatically annotate 

adjectival forms in Rromani texts. The final 

set of resources can then be used to identify 

each Rromani dialectal variant and can be 

used as a pedagogical tool to teach Rromani 

as a second language. 

1 Introduction 

1.1 Rromani language 

Rromani is the language of the Rromani people; it 

is an Indo-Aryan language. The number of 

Rromani speakers is estimated at 5.5 million 

(Gurbetovski, M. et al. 2010). UNESCO’s “Atlas 

of the World’s Languages in Danger” classifies 

Rromani as a “definitely endangered1” language 

(UNESCO. 2010). There are four Rromani 

dialects, formed by two isoglosses combining 

with each other (Courthiade, M. 2016): 

• The first isoglossal criterion concerns the 

opposition between “o” and “e,” e.g., 

phirdom vs. phirdem [I walked], o Rroma vs. 

e Rroma [the Rroms]. 

 
1 The UNESCO list has six categories of danger: Stable yet 

threatened, vulnerable, definitely endangered, severely 

endangered, critically endangered, extinct. 

• The second isoglossal criterion concerns the 

phonetic mutation of two consonants: the 

alveolar affricates “ʧʰ” and “ʤ” transform 

into alveolar-palatal fricatives [ɕ] and [ʑ], 

e.g., “ʧʰavo” vs. “ɕavo” [Rromani boy, son], 

“ʤukel” vs. “ʑukel” [dog]. 

These four dialects are not areal: Rromani speakers 

living in nearby regions do not necessarily speak 

the same dialects, and the same dialect is used in 

distant countries. 

The Rromani alphabet was standardized at the 

International Rromani Union Congress in 1990, see 

Figure 1. 

 

 
Figure 1: The Rromani standardized alphabet 

 

If all Rromani speakers transcribe, for example, 

the word ćhib [language] using their local 

alphabets, there can be up to 60 different spellings. 

The written word ćhib is an underlying form 

including four possible pronunciations: [ʧʰb], [ʧʰp], 

[ɕib], and [ɕip], see Figure 2. The standardized 

alphabet enables speakers of different dialects to 
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understand each other in writing, giving them 

comfort in pronunciation. 

No other standardization exists: neither lexical, 

nor grammatical, nor phonetic. 

 
Figure 2: 60 different spellings of the word ćhib 

[language] 

1.2 Natural Language Processing (NLP) 

applications in Rromani 

Most of the NLP applications, such as Sketch 

Engine and DeepL, do not support Rromani. Very 

few NLP applications support Rromani, but 

always unsatisfactorily. For example, Rromani 

has been integrated into Google Translate in 2024. 

Translation quality is misleading at all levels: 

lexical, grammatical, orthographic, and dialectal. 

For example, translating “thule bakrǎ” which 

means either “fat ewes” in the direct plural or “fat 

ewe” in the oblique singular, Google produces the 

single translation “fat goats2”, see Figure 3. 

 

 

Figure 3: thule bakrǎ translated by Google Translate 

(accessed September 12, 2024). 

 

Conversely, Google Translate produces the 

translation “thulo bakro” for “fat sheep” correctly, 

whereas its translation for fat ewe: “thuli bakro” 

is incorrect at both lexical and grammatical levels, 

because the noun “ewe” should be translated as 

bakri, and there is a disagreement between the 

feminine adjective form thuli and the masculine 

noun bakro, see Figure 4. 

 

 
2 Rromani distinguishes lexically “ewe,” “sheep,” “she-

goat,” and “he-goat.” Their equivalent words in Rromani 

are bakri, bakro, buzni, and buzno. 

 

Figure 4: “fat ewe” and “fat sheep” translated by 

Google Translate (accessed October 2, 2024). 

 

In addition, Google Translate incorrectly 

translates “my daughter, my daughters, the 

daughter, the daughters” as miri ćhaj, mire čhaja, 

e shej, ćhaja in Rromani. There are several 

problems at the grammatical, orthographic, and 

dialectal levels; the definite article in the plural (e 

or le depending on the dialect) is omitted, three 

different graphemes “ćh,” “čh,” and “sh” are 

confused, and two dialectal variants ćhaj and ćhej3 

are confused. Users, especially learners, would be 

lost. 

Other NLP resources for Rromani are Russian 

Romani Corpus and ROMLEX. However, they do 

not adopt the standardized alphabet and do not 

clearly show the correspondences of dialectal 

variants, therefore, non-scientists and learners of 

Rromani cannot easily use them. 

Facebook tries to process Rromani, but fails. 

When one posts a text in Rromani, Facebook will 

incorrectly recognize the source language (for 

example as French 4 ), and then translate it 

incorrectly and partially (Watabe, M. 2024). For 

example, Facebook “translated” in French the 

Rromani text “Baxtalo 8 Aprilo savore Romenge, 

oven saste!” meaning [Happy April 8, for all the 

Rroms, may you be healthy!] but its translation 

“Baxtalo 8 avril Romenge au flaveur, saste de 

four!” is not a French text, see Figure 5. 

 

 

Figure 5: A Rromani text incorrectly translated by 

Facebook (accessed April 8 2023). 

3 This variant is transcribed as shej by Google Translate. 
4 French is the default language of the Facebook account of 

one of the authors, i.e., Watabe, M. 
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2 Our project 

We aim to describe the Rromani language by 

developing linguistic resources in the form of 

formalized dictionaries and grammar. Our initial 

dictionary, based on two small corpora; a two-

page story written by a Rromani teacher (Duka, J. 

MS.) and a one-page poem (Đurić, R. 2006), 

contained only 747 lexical entries associated with 

a well-developed morphological grammar that 

includes 179 inflectional paradigms and 11 

derivational paradigms 5  for nouns, verbs, 

adjectives, and grammatical words. A feature of 

these resources is that they take into account 

Rromani four dialects, as well as a few 

vernaculars. 

An editorial dictionary (Courthiade, M. et al. 

2009) including the four dialects of Rromani 

explains Rromani morphology in the grammar 

section. It is our principal lexical and grammatical 

resource. 

In this paper, we are addressing the problem of 

describing adjectives and their inflection, which 

causes massive ambiguities. 

3 Rromani adjectives 

The inflectional morphology of Rromani 

adjectives is governed by two genders (masculine 

and feminine), two numbers (singular and plural), 

and two cases (direct and oblique6). Adjectival 

forms are according to noun genders, numbers, 

and cases. The basic form of adjectives is the 

masculine singular direct. Combining these three 

properties produces eight possibilities; in practice, 

however, most adjectives have no more than three 

forms (Courthiade, M. et al. 2009. Sarău, G. 

2009). Consequently, there are many inflectional 

homonyms.  

Most Rromani words are oxytonic; i.e., the 

tonic stress is on the last syllable. One uses a grave 

accent to mark the stress when it is not on the last 

syllable. For example, bakri [ewe] and thulo [fat, 

thick, dense] are oxytonic, whereas profesòri 

[professor] and sociàlo [social] are non-oxytonic. 

 
5 Only the diminutive and abstract nouns with the suffix “-

pen” are described in the current Rromani module. 
6  In Rromani, the direct case of human and most animal 

nouns is used as a subject, while the oblique case is used as 

an object complement. The direct case of inanimate object 

nouns is used as a subject and an object complement. 

The opposition oxytonic vs. non-oxytonic plays a 

role in inflectional morphology. 

3.1 Oxytonic adjectives 

Oxytonic adjectives are classified into four 

classes: large adjectives, narrow adjectives, plural 

adjectives, and invariable adjectives. 

Large adjectives7: Large adjectives are vocalic 

and have three suffixes: “-o” in the masculine 

singular direct, “-i” in the feminine singular 

direct, and “-e” in the plural direct for both 

genders, as well as oblique for both genders and 

numbers, see an example of the adjective thulo 

[fat, thick, dense] in Table 1: 

 

Form Gender Number Case 

thulo masculine singular direct 

thuli feminine singular direct 

thule masculine plural direct 

thule feminine plural direct 

thule masculine singular oblique 

thule feminine singular oblique 

thule masculine plural oblique 

thule feminine plural oblique 

Table 1: Inflected forms and properties of the adjective 

thulo [fat, thick, dense] 

 

The form thule is therefore 6-time ambiguous. 

This high level of ambiguity is general in 

Rromani; as a matter of fact, we do not know any 

Rromani adjective that would inflect to eight 

different forms, each for each combination of 

properties. 

 

Narrow adjectives 8 : Narrow adjectives are 

consonant, and the direct forms of both genders 

are identical in each number: “-∅” in the direct 

singular and “-a” in the direct plural. The suffix of 

the oblique is “-e” for both genders and numbers, 

as in “large” adjectives, see an example of the 

adjective godǎver [intelligent] in Table 2: 

 

Form Gender Number Case 

godǎver masculine singular direct 

godǎver feminine singular direct 

godǎvera masculine plural direct 

godǎvera feminine plural direct 

 
7 The Rromani adjective buxlo [large] is the origin of this 

designation. 
8 The Rromani adjective tang [narrow] is the origin of this 

designation. 
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godǎvere masculine singular oblique 

godǎvere feminine singular oblique 

godǎvere masculine plural oblique 

godǎvere feminine plural oblique 

Table 2: Inflected forms and properties of the adjective 

godǎver [intelligent] 

 

Plural adjectives: Plural adjectives are used 

specifically with plural nouns. In the direct case, 

they have the suffix “-∅” for both genders, and in 

the oblique “-e” for both genders, see an example 

of the adjective but [many, numerous] in Table 3: 

 

Form Gender Number Case 

but both plural direct 

bute both plural oblique 

Table 3: Inflected forms and properties of the adjective 

but [many, numerous] 

 

Invariable adjectives: So-called “international” 

adjectives have a tendency to be invariable. 

International oxytonic adjectives are completely 

invariable, see an example of the adjective bordo 

[Bordeaux-colored] in Table 4: 

 

Form Gender Number Case 

bordo both both both 

Table 4: Invariable form and properties of the adjective 

bordo [Bordeaux-colored] 

 

3.2 Non-oxytonic adjectives 

Borrowed adjectives and suffixed adjectives: 

Inflectional paradigms of borrowed non-oxytonic 

adjectives and suffixed non-oxytonic adjectives 

are identical. Their suffix is “-o” in the direct 

singular for both genders, “-a” in the direct plural 

for both genders, and “-one” in the oblique for 

both genders and numbers. Oblique forms are 

oxytonic, therefore the stress is not marked, see an 

example of the adjective veśìtko [of the woods, 

wild] in Table 5:  

 

Form Gender Number Case 

veśìtko masculine singular direct 

veśìtko feminine singular direct 

veśìtka masculine plural direct 

veśìtka feminine plural direct 

veśitkone masculine singular oblique 

veśitkone feminine singular oblique 

veśitkone masculine plural oblique 

veśitkone feminine plural oblique 

Table 5: Inflected forms and properties of the adjective 

veśìtko [of the woods, wild] 

 

International adjectives: Compared to 

international oxytonic adjectives (e.g., bordo 

[Bordeaux-colored]), international non-oxytonic 

adjectives are not completely invariable. 

International non-oxytonic adjectives have two 

suffixes: “-o” in the direct for both genders and 

numbers and “-one” in the oblique for both 

genders and numbers. Oblique forms are 

oxytonic, therefore the stress is not marked, see an 

example of the adjective sociàlo [social] in Table 

6: 

 

Form Gender Number Case 

sociàlo masculine singular direct 

sociàlo feminine singular direct 

sociàlo masculine plural direct 

sociàlo feminine plural direct 

socialone masculine singular oblique 

socialone feminine singular oblique 

socialone masculine plural oblique 

socialone feminine plural oblique 

Table 6: Inflected forms and properties of the adjective 

sociàlo [social] 

 

3.3 Conclusion 

We have defined six classes of Rromani 

adjectives, according to their morphological 

properties: 

• Oxytonic vocalic adjectives ending in “-o”: 

e.g., thulo [fat, thick, dense], buxlo [large], 

• Oxytonic consonant adjectives: e.g., godǎver 

[intelligent], tang [narrow], 

• Oxytonic consonant adjectives used only in 

the plural: e.g., but [many, numerous], 

• Oxytonic vocalic international adjectives 

totally invariable: e.g., bordo [Bordeaux-

colored], pane [breaded], 

• Non-oxytonic borrowed adjectives and non-

oxytonic suffixed adjectives: e.g., zèleno 

[green], veśìtko [of the woods, wild], 

• Non-oxytonic vocalic international 

adjectives ending in “-o”: e.g., sociàlo 

[social], interesànto [interesting]. 
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4 Formalization of the Rromani 

vocabulary 

4.1 The NooJ linguistic platform 

NooJ is a linguistic development environment 

linguists use to describe natural languages, by 

constructing linguistic resources in the form of 

electronic dictionaries and formal grammars from 

the Chomsky-Schützenberger hierarchy: regular, 

context-free, context-sensitive, and unrestricted 

grammars. NooJ can formalize twelve levels of 

linguistic phenomena, from the typographical to 

the semantic level (Silberztein, M. 2016). 

To formalize the Rromani adjectives 

vocabulary, one needs to construct the following 

linguistic resources: 

• a dictionary containing the affixes, simple 

words, compound words, and discontinuous 

expressions that make up the Rromani 

vocabulary of adjectives 

• a grammar containing the description of 

adjectives inflectional paradigms 

One could describe Rromani’s four dialectal 

variants in the dictionary and morphological 

grammar. The following sections present these 

levels of description. 

4.2 Electronic dictionary 

For example, the adjective thulo is represented by 

the following lexical entry in NooJ formalized 

(aka electronic) dictionary: 

  
thulo,ADJ+EN="fat, thick, dense"+FLX=BUXLO 

+DRV=ĆAĆIPEN:SASTIPEN 

 

In this extract, each lexical entry is composed of a 

lemma, its category “ADJ” (adjective), its English 

translation “+EN,” and the name of its inflectional 

paradigm “+FLX”. 

The lexical entry thulo is associated with 

derivational paradigm ĆAĆIPEN and its 

derivative’s inflectional paradigm SASTIPEN. 

ĆAĆIPEN describes the derivation of abstract 

nouns with the suffix “-pen,” which applies to 

words of various categories, such as adjectives, 

nouns, and verbs. 

The four main dialects are encoded using the 

following double codes: 

 
9 The lexical entry (i.e., veśìtko) is in lower case, whereas 

the paradigm name (i.e., VEŚÌTKO) is in upper case. It 

• O-bi dialect: rro+rrbi 

• O-mu dialect: rro+rrmu 

• E-bi dialect: rre+rrbi 

• E-mu dialect: rre+rrmu 

In addition, we have added a third code to label 

specific language variants. For example, the 

northern speech used in Russia and Poland is 

defined by the extra label: “+rrn.” This is the case 

of the entry veśìtko [of the woods, wild]. 

 
veśìtko,ADJ+rro+rrbi+rrn+EN="of the woods, 

wild"+FLX=VEŚÌTKO+SYN= “veśutno” 

 

The entry above shows that the adjective veśìtko 

belongs to the dialects O-bi (+rro+rrbi), and is 

used specifically in Russia and Poland (+rrn), its 

English translation is “of the woods, wild” 

(+EN=“of the woods, wild”), it is inflected 

according to the paradigm named VEŚÌTKO 

(+FLX=VEŚÌTKO 9 ), and it has the synonym 

“veśutno” (+SYN=veśutno) used in most 

Rromani dialects except the vernacular in Russia 

and Poland.  

4.3 NooJ morphological grammar 

In NooJ, inflectional paradigms are represented 

by regular or context-free grammars built over 

suffix/property factors: suffixes are added to the 

lexical entry to construct forms, which are 

associated with the corresponding properties 

(Silberztein, M. 2003-). For example, the 

following is the grammar rule that describes the 

inflectional paradigm RROM: 

  
RROM = <E>/sg+dr | a/pl+dr | es/sg+ob | en/pl+ob; 

  

This rule states that if one adds the empty string 

(<E>) to the lexical entry, one produces a singular 

(+sg) direct (+dr) form; if one adds an “a” to the 

lexical entry, one produces a plural (+pl) direct 

(+dr) form; if one adds “es” to the lexical entry, 

one produces a singular (+sg) oblique (+ob) form; 

if one adds “en” to the lexical entry, one produces 

a plural (+pl) oblique (+ob) form. 

 Suffixes may contain stack operators. For 

instance, operator <B> (for “Backspace”) is used 

prevents confusion between two distinct values represented 

by identical writing. 
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to delete the current letter. In the following 

paradigm: 

  
BUXLO = <E>/m+sg+dr | <B>i/f+sg+dr | 

<B>e/m+pl+dr | <B>e/f+pl+dr | <B>e/m+sg+ob | 

<B>e/f+sg+ob | <B>e/m+pl+ob | <B>e/f+pl+ob | 

<B>:CMP/comparative ; 

  

The second term states that if one deletes the last 

letter of a lexical entry and then adds an “i” (suffix 

<B>i), one produces the feminine, singular, direct 

form (f+sg+dr) of the lexical entry. 

For example, when the paradigm BUXLO is 

applied to the lexical entry thulo [fat, thick, 

dense], there will be no change (<E>) to the direct 

masculine singular, one final letter will be deleted 

(<B>) and an “i” will be added to the direct 

feminine singular, and one final letter will be 

deleted and an “e” will be added to produce the 

direct plural forms in both genders, and to the 

oblique forms in both genders and numbers. This 

paradigm then represents the three forms of thulo: 

• thulo: masculine singular direct 

• thuli: feminine singular direct 

• thule: masculine plural direct, feminine 

plural direct, masculine singular oblique, 

feminine singular oblique, masculine plural 

oblique, or feminine plural oblique 

It means that the wordform thule is associated 

with six potential linguistic analyses. 

The last term of the BUXLO paradigm is used to 

produce the comparative forms of the lexical 

entries. :CMP refers to the name of the following 

rule (similarly to auxiliary symbols in generative 

context-free grammars): 

 
CMP = eder/m+sg+dr | eder/f+sg+dr | 

edera/m+pl+dr | edera/f+pl+dr | edere/m+sg+ob | 

edere/f+sg+ob | edere/m+pl+ob | edere/f+pl+ob ; 

 

The comparative suffix “-eder” is added in place 

of the final letter “o” in the thulo lexical entry (see 

“<B>:CMP” in the paradigm BUXLO above). The 

comparative is declined like the narrow 

adjectives: without suffix in the direct singular of 

both genders, “-a” in the direct plural of both 

genders, and “-e” in the oblique of both genders 

and numbers. This rule produces three forms: 

thuleder, thuledera, and thuledere for eight 

linguistic analyses. 

Beside a dozen generic operators such as <B> 

that are available for any language, NooJ offers 

linguists the possibility of creating specific 

operators for each language. For instance, the 

Spanish operator <Á> is used to add an acute 

accent to the current vowel; the Hebrew operator 

<F> is used to de-finalize the last consonant of a 

word; the Tamazight operator <T> replaces letter 

“ḍ” with “ṭ”, etc. For the Rromani language, we 

have implemented two specific operators: 

• <A> deletes a grave accent, regardless the 

position and returns to the initial position, 

• <À> adds a grave accent to the current letter. 

For example, operator <A> is used in the 

following paradigms: 

  
VEŚÌTKO = <E>/m+sg+dr | <E>/f+sg+dr | 

<B>a/m+pl+dr | <B>a/f+pl+dr | <A>ne/m+sg+ob |   

<A>ne/f+sg+ob | <A>ne/m+pl+ob |  

<A>ne/f+pl+ob ; 

 

In the VEŚÌTKO paradigm, the fifth term states 

that if one removes the grave accent of the lexical 

entry, and then adds the suffix “ne” (<A>ne), one 

produces the masculine singular oblique form 

(+m+sg+ob) of the lexical entry. The operator 

<A> is typically used in paradigms associated 

with non-oxytonic words. For example, if the 

paradigm VEŚÌTKO is applied to the lexical entry 

zèleno [green], its oblique form will be zelenone, 

i.e., without the grave accent. 

By applying all inflectional NooJ paradigms to 

the dictionary, NooJ produces all the inflected 

forms for each lexical entry automatically. When 

applying these resources to a text, NooJ annotates 

all recognized word forms. For example, the 

wordform veśitkone will be annotated as an 

adjective (ADJ), its basic form is veśìtko, its 

inflectional value is the oblique (ob), its dialect 

value is a Northern vernacular belonging to the O-

bi dialect (rro+rrbi+rrn), its synonym in other 

dialects is veśutno. That helps users pedagogically 

recognize the relationship between the basic form, 

an inflected form, and a dialectal variant. However, 

there are four sets of annotations because oblique 

forms are identical for both genders and numbers, 

see Figure 6. We need syntactic grammar to resolve 

ambiguities. 

It is often better for pedagogical applications, to 

use NooJ graphical grammars to describe some 

phenomena. For instance, the paradigm BUXLO 
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shown above can equally be described with the 

following graph, see Figure 7. 

 

 

Figure 6: Inflected form veśitkone annotated 

automatically 

 

 

Figure 7: Inflectional grammar for adjective paradigm 

BUXLO. 

 

The yellow node CMP refers to the embedded 

graph that represents the paradigm of the same 

name, see Figure 8. 

 

 

Figure 8: Inflectional grammar of the comparative 

suffix CMP. 

 

 
10 The <A> operator concerns only non-oxytonic words. 

Thus, it produces no change for the lexical entry rromano. 

The “DRV” property allows us to describe 

derivations. For example, the lexical entry thulo 

mentioned above: 

 
thulo,ADJ+EN="fat, thick, dense"+FLX=BUXLO 

+DRV=ĆAĆIPEN:SASTIPEN 

 

states that the word thulo can be derived according 

to paradigm ĆAĆIPEN, and the resulting derived 

form can be inflected according to inflectional 

paradigm SASTIPEN. Following is the definition 

of the derivational paradigm ĆAĆIPEN: 

 
ĆAĆIPEN = <B><A>ipen/N+ina+m+abstract ; 

 

From the lexical entry thulo, one deletes the final 

letter (<B>), removes the accent (<A>10), and then 

adds suffix “ipen.” The resulting derivative 

thulipen [fatness, thickness, density], is a 

masculine inanimate noun (N+ina+m), that 

belongs to the semantic class “abstract.” 

The abstract noun thulipen is a generic 

masculine singular direct form, and has seven 

dialectal variants: thulipe used in the two dialects 

O-bi and E-bi belonging to a dialectal subgroup 

“without mutation (rrbi),” thulipo used in the O-

mu dialect (rro+rrmu), thulimos and thulimo used 

in the E-mu dialect (rre+rrmu), thuliben, thulibe, 

and thulibo used in the Carpathian vernacular 

belonging to the O-bi dialect (rro+rrbi+rrc), all of 

which mean “fatness, thickness, density.”  

All these variants share the same inflectional 

morphology; thulimàta is the masculine plural 

direct form, thulimas- and thulipnas- 11  are the 

masculine singular oblique forms, and 

thulimaten- is the masculine plural oblique form. 

The following grammar rule describes the 

inflectional forms of the derivative as well as all 

its dialectal variants: 

 
SASTIPEN = <E>/sg+dr | <B3>màta/pl+dr |  

<B3>(mas|pnas)<E>/sg+ob |  

<B3>maten<E>/pl+ob |  

<B>/sg+dr+rrbi | <B2>o/sg+dr+rro+rrmu | 

<B3>(mos|mo)<E>/sg+dr+rre+rrmu|  

<B3>(ben|be|bo)<E>/sg+dr+rro+rrbi+rrc ; 

 

NooJ automatically produces the derived forms 

for each lexical entry, and annotates all 

recognized derived forms in texts. For example, 

11 This is an archaic form.  
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thulipe will be annotated as an abstract masculine 

inanimate noun (N+m+ina+abstract), its 

inflectional values are the singular direct (sg+dr), 

its dialect value is the “without mutation (rrbi),” 

and its initial category is the adjective meaning 

“fat, thick, dense.” That helps users pedagogically 

recognize the relationship between the base word 

(e.g., the adjective thulo [fat, thick, dense]) and its 

derivative (e.g., the noun thulipe [fatness, 

thickness, density]), see Figure 9. 

 

 

 

Figure 9: Derived form thulipe annotated automatically 

4.4 Automatic Natural Language Processing 

NooJ can use the same linguistic resources both to 

parse and generate texts. For example, one can 

apply a dictionary and its corresponding 

inflectional grammar to automatically produce all 

the forms associated with each lexical entry of the 

dictionary, see an extract in Figure 10. 

 

 

 

Figure 10: Inflected and derived forms of the adjective 

thulo [fat, thick, dense] generated automatically. 

  

NooJ uses the same resources to parse texts, 

lemmatize and annotate their wordforms, to apply 

queries in the form of regular, context-free, 

context-sensitive, or unrestricted grammars, 

perform statistical analyses, compute semantic 

analyses in Predicative or XML format, 

translations (if accessing multilingual 

dictionaries), etc. For example, Figure 11 displays 

the query “<but>”, which stands for “all inflected 

and derived forms of lexical entry but [many, 

numerous]” and the correspondence concordance 

computed by NooJ. 

 

 

 

Figure 11: The query “<but>” and its resulting 

concordance. 

  

The wordform but corresponds to three semantic 

values: the adjective “many, numerous,” e.g., 

phirdòmsa bute Themenθe [I traveled to many 

countries], the adverb “a lot, much,” e.g., but 

dikhlom [I have seen a lot], and another adverb 

“very,” e.g., but śukar siklile on [They learned 

very well]. 

Syntactic grammar is underdeveloped in the 

current NooJ module for Rromani, this is why 

wordforms remain ambiguous in general.  

However, the query “<but,ADV>” will not 

retrieve the adjectival inflected forms bute because 

adverbs are invariable, see Figure 12. 
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Figure 12: The query “<but,ADV>” and its resulting 

concordance. 

 

If NooJ recognizes ambiguous forms, NooJ will 

show the annotation of all of them and not choose 

one randomly, as often happens in empirical 

applications. For example, as mentioned above, the 

adjectival inflected form thule is ambiguous 

because of six inflectional homonyms and the 

nominal inflected form bakrǎ is ambiguous 

because of two inflectional homonyms, see Figure 

13. 

 

 

 

Figure 13: Inflected forms thule and bakrǎ annotated 

automatically with ambiguity 

4.5 Evaluation 

There are 88 adjectives out of 747 lexical entries 

in the current NooJ dictionary for Rromani. 

Applying these lexical entries and their 

corresponding inflectional grammars generated 

1,278 inflected and derivational forms. 

In our corpus, all wordforms that might 

correspond to potential adjectives have been 

recognized and annotated correctly, i.e., we have 

reached a 100% recall, which is expected as we are 

specifically constructing our linguistic resources 

from the corpus. However, without any syntactic 

grammar, wordforms that might function as 

adjectives or as adverbs (e.g., the wordform but) 

and be associated with different properties (e.g., the 

wordforms thule and bakrǎ) remain ambiguous 

until we can apply a syntactic grammar. 

5 Conclusion, perspective 

The current Rromani module recognizes all 170 

adjectival forms from a small corpus that contains 

708 wordforms. We are currently importing 

around 4,500 lexical entries from an editorial 

dictionary (Courthiade, M. et al. 2009) into a 

formalized NooJ format. 

Removing ambiguities is our current challenge. 

We are constructing syntactic local grammars to 

disambiguate frequent adjectives.  

The resulting linguistic resources will be 

downloadable from the NooJ website. The NooJ 

dictionary for Rromani will use the standard 

Rromani alphabet and include dialectal variants at 

the lexical and morphological levels. It will be 

available as a new digital and linguistic tool for all 

speakers of Rromani: native speakers and learners, 

regardless of their dialects. 

We believe this polylectal dictionary is valuable 

from a dialectological point of view. Furthermore, 

as the declaration of the first Congress of the 

International Rromani Union in 1971 stated that 

“no dialect is better than another,” the dictionary 

will describe all dialects.  

Unlike empirical methods, the NooJ platform 

produces analyses based on handcrafted linguistic 

resources, and thus offers linguists to describe and 

understand its properties. We believe that carefully 

and precisely handcrafting linguistic resources for 

Rromani is a worth scientific project, and will have 

many applications in Natural Language 

Processing, second-language teaching and corpus 

linguistics. 
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Abstract
Parallel sentence mining is crucial for down-
stream tasks such as Machine Translation, espe-
cially for low-resource languages, where such
resources are scarce. In this context, we apply a
pipeline approach with contextual embeddings
on two endangered Slavic languages spoken in
Germany, Upper and Lower Sorbian, to eval-
uate mining quality. To this end, we compare
off-the-shelf multilingual language models and
word encoders pre-trained on Upper Sorbian
to understand their impact on sentence mining.
Moreover, to filter out irrelevant pairs, we ex-
periment with a post-processing of mined sen-
tences through an unsupervised word aligner
based on word embeddings. We observe the
usefulness of additional pre-training in Upper
Sorbian, which leads to direct improvements
when mining the same language but also its
related language, Lower Sorbian.

1 Introduction

Machine Translation (MT) essentially relies on par-
allel corpora, which are widely available for ‘win-
ner’ languages (Joshi et al., 2020). Yet, when it
comes to lower-resourced languages, they become
rarer, and such resources are more costly to obtain
compared to monolingual corpora. This is why, to
circumvent situations with too few or even no par-
allel sentences, parallel sentence mining is a task
to find parallel sentences automatically in monolin-
gual corpora. Research on parallel sentence mining
is intertwined with MT since improving mining
quality often leads to a better translation model.

The BUCC Shared Tasks (Zweigenbaum et al.,
2017; Pierre Zweigenbaum and Rapp, 2018) no-
tably focus on parallel sentence mining and acts as
a benchmark. However, only four well-resourced
language pairs are represented there. Hence, we try
to fill this gap by evaluating sentence mining for
low-resource languages.

In this work, we consider Upper Sorbian and
Lower Sorbian, paired with German, which can

be seen as a case study for low-resource sentence
mining. We can effectively observe two data con-
ditions (the former has more data than the latter)
and also the impact of relatedness between the two
languages.

We will try to answer the following questions:
How well can we mine parallel sentences for a
language with off-the-shelf word encoders? How
useful is it to pre-train a model with the available
monolingual data? How helpful is it to pre-train a
model on a related language?

We consider two scenarios: (i) when computing
resources are limited, we use already pre-trained
models; (ii) otherwise, we fine-tune a language
model on the available monolingual corpus in the
low-resource language.

As such, we aim to foster further research on
bilingual mining for low-resource languages and
its challenges. We hope that this study provides im-
portant lessons useful even in a more data-restricted
scenario.

To this end, we propose (a) two BUCC-style
mining corpora, (b) a comparison of two state-of-
the-art language models in mining Sorbian-German
parallel sentences, (c) word encoders with different
amounts of pre-training sentences in Upper Sor-
bian, and (d) an alignment post-processing to im-
prove the mining quality. Thus, our work can serve
as a benchmark for two low-resource languages in
a realistic scenario. We release the corpora, the
mining pipeline, and all related code material1.

Section 2 will focus on the two languages and the
creation of the corpora, while Section 3 compares
the considered language models, the pre-training
strategy and explains the mining method. Section 4
presents and analyses the mining results.

1At https://github.com/shuokabe/PaSeMiLL.
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2 Languages and datasets

2.1 On Upper and Lower Sorbian

Upper Sorbian (ISO code: hsb) and Lower Sorbian
(dsb) are two West Slavic languages and constitute
the Sorbian branch. Both are spoken in Germany
(Saxony for the former and Brandenburg for the
latter) and are currently classified as endangered
according to Ethnologue (Eberhard et al., 2024).
There are state-level laws that notably guarantee the
use and teaching of both languages. For instance,
the Witaj Sprachzentrum (Witaj Language Center)
offers language courses in certain kindergartens
and schools.

The NLP community has lately focused on the
two Sorbian languages in cooperation with them
and the Sorbian Institute. They both provided data
for the successive WMT Shared Tasks in Unsuper-
vised MT and Very Low Resource Supervised MT
(Fraser, 2020; Libovický and Fraser, 2021; Weller-
Di Marco and Fraser, 2022).

Hence, we focus on the Upper Sorbian-German
and Lower Sorbian-German language pairs in this
work. Previously, only Kvapilíková and Bojar
(2023) focused on Upper Sorbian-German paral-
lel sentence mining with a pre-training of XLM
(Conneau and Lample, 2019), but the task has
not been addressed on Lower Sorbian yet. It is
the closest work, but their aim was to train a MT
model, and their pre-trained encoder notably re-
quired 500K sentences in Upper Sorbian and Ger-
man, which is already a large amount of available
data and, hence, not a realistic scenario for most
low-resource languages.

2.2 BUCC-style dataset creation

For our experiments, we apply the methodology
of the BUCC 2017 Shared Task (Zweigenbaum
et al., 2017) to Upper and Lower Sorbian by inject-
ing known parallel sentences into their respective
monolingual corpus.

This evaluation is an artificial approach, which
can introduce some biases, such as parallel sen-
tences that may stand out from the original mono-
lingual sentences. However, this task is more diffi-
cult than the related sentence matching and gives a
more realistic setting for bilingual mining.

We rely on the data provided for the above-
mentioned WMT Shared Tasks and select its 2020
edition for Upper Sorbian and 2022 for Lower Sor-
bian for both monolingual and parallel sentences.

More precisely, for Upper Sorbian, we rely on

the WMT 2020 Shared Task data and use the mono-
lingual corpus provided by the Sorbian Institute
(339,822 sentences). The monolingual German
data comes from the Leipzig news corpora2 (2020)
(Goldhahn et al., 2012) and has 300K sentences.
We chose to insert the development and develop-
ment test data from the Shared Task (4,000 sen-
tences) as parallel data.

For Lower Sorbian, we use the WMT 2022
Shared Task data for its monolingual corpus
(66,408 sentences) and the parallel sentences from
the development and development test datasets
(1,353 sentences). The monolingual German data
comes from the Leipzig news corpora of 2022 and
contains 100K sentences.

Compared to the original BUCC methodology,
presented in Zweigenbaum et al. (2017), we mod-
ified the following points. Instead of inserting a
parallel sentence in a section of the monolingual
corpus which deals with similar topics, we chose
to shuffle all sentences. While we lose the con-
text of each sentence, our mining pipeline does not
take it into account. Besides, short sentences have
been kept, while very long sentences of more than
40 words have been removed in the monolingual
corpora, which explains the smaller datasets. Fi-
nally, we lower the possible amount of ‘natural’
parallel sentences (i.e., parallel sentences in the
original monolingual corpora) by using the Leipzig
news corpora, which is not directly related.

Table 1 presents the number of sentences in the
Upper and Lower Sorbian datasets after inserting
parallel sentences and shuffling. We also split the
dataset into training and test subsets in a similar
proportion of parallel sentences as in the German-
English pair in the BUCC Shared Task.

train test

Upper Sorbian corpus 34,001 101,751
German corpus 32,915 98,747

of which parallel 1,000 3,000

Lower Sorbian corpus 22,303 44,616
German corpus 33,756 67,513

of which parallel 451 902

Table 1: Number of sentences in the Upper Sorbian (top)
and Lower Sorbian (bottom) datasets.

2https://wortschatz.uni-leipzig.de/en/
download/German.
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2.3 Dataset difficulty
We verify whether the BUCC-style datasets created
in Section 2.2 are suited to evaluate the mining task
or not. If parallel sentences stand out from the other
sentences which were originally in the unrelated
monolingual corpus, the artificial dataset is deemed
too easy.
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Figure 1: Distribution of embeddings of the sentences
in the corpora according to the first two principal com-
ponents for the created German dataset

We use the state-of-the-art sentence encoder
LaBSE (Feng et al., 2022) to encode the well-
resourced German dataset. We reduce the em-
bedding dimension through a principal component
analysis (PCA). Figure 1 displays each sentence
embedding of the dataset according to the first two
principal components. We can see that both parallel
and non-parallel sentences are situated in similar re-
gions with no clear cluster of sentences. Therefore,
the task is not too easy.

3 Sentence mining methodology

3.1 Baseline models
We mainly study two multilingual pre-trained mod-
els to represent words. First, XLM-RoBERTa or
XLM-R (Conneau et al., 2020) is a frequently used
multilingual language model; we use its base ver-
sion from the Transformers library. The other
model is Glot500-m (Imani et al., 2023), which
is an extension of XLM-R with additional pre-
training for more than 500 low-resource languages.

It must be noted that XLM-R has seen Ger-
man and two Slavic languages, namely Czech and

Polish, during pre-training. Glot500-m has addi-
tionally been trained on 105K sentences in Upper
Sorbian. From this perspective, both Sorbian lan-
guages are in a better situation than many other
low-resource languages, which might not have as
much available data or related well-resourced lan-
guages in the model pre-training.

3.2 Pre-training XLM-R in Upper Sorbian
Given that we have access to a monolingual corpus
in Upper Sorbian, we also pre-train XLM-R on the
available Upper Sorbian monolingual corpus. This
model will also enable us to see how the additional
pre-training in Upper Sorbian can indirectly help
in the more closely related Lower Sorbian.

We replicate the pre-training strategy of Glot500-
m (Imani et al., 2023). To gauge the amount of
needed data to reach similar (or better) perfor-
mance, we use different sizes and compositions
of pre-training datasets.

In practice, we use the shuffled monolingual
corpora presented in Section 2.2 for Upper Sor-
bian and German to pre-train XLM-R with a stan-
dard masked language modelling (MLM) objec-
tive. We obtain three models, named PT-HSB-3,
PT-HSB-6, and PT-HSB-9, with different amounts
of pre-training data: respectively, 30K, 60K, and
90K monolingual sentences in Upper Sorbian, cou-
pled with and at least 30K sentences in German.

Providing bilingual cues Moreover, since Upper
Sorbian is a Slavic language, we leverage addi-
tional data from the same language family. In our
case, we choose to use parallel sentences in Czech
and German, a better-resourced pair. Such a choice
can be applied to other language pairs by consider-
ing neighbouring or related languages.

Hence, we carry out an additional pre-training
on top of PT-HSB-9 with a MLM objective on a
bilingual Europarl corpus in Czech and German
from OPUS (Tiedemann, 2012), where we con-
catenate parallel sentences as one sentence for the
model. We denote this model PT-HSB-9 + CS-DE.
We restrict the training size to 220K sentences. The
idea is twofold: give bilingual cues to the model,
which is known to help the model, even when the
language pair is different (Kvapilíková et al., 2020),
and to indirectly improve the Upper Sorbian word
representation thanks to Czech.

Experimental conditions To pre-train the mod-
els, we first relied on vocabulary extension, follow-
ing the methodology of Imani et al. (2023). For
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each pre-training setting, we extend the vocabulary
to the used monolingual or bilingual corpora. Then,
the pre-training itself uses the default parameters
and approach given in the Transformers library.

All mining experiments have been carried out
on 1 GPU (NVIDIA Tesla V100). The additional
pre-training of XLM-R in Upper Sorbian or with
the Czech-German corpus has been done on 1 to 4
of the same GPUs for 5 epochs. The longest pre-
training is with the bilingual cues, due to a higher
number of sentences and longer length; this took
almost one week effectively. The other pre-trained
models required a few days.

3.3 Mining and evaluation methods
The overall mining pipeline follows (Hangya and
Fraser, 2019). First, we derive sentence representa-
tions by mean-pooling word embeddings with our
encoders, which is a more effective approach than
max-pooling (Kvapilíková et al., 2020). Then, we
compute the similarity between a source (Sorbian)
sentence and a target (German) sentence in the mul-
tilingual embedding space using the CSLS (Cross-
Domain Similarity Local Scaling) score (Conneau
et al., 2018)3. This metric is known to better deal
with the hubness issue than the standard cosine
similarity (Dinu et al., 2015). Formally, for two
sentence vectors x and y, it is computed as in Equa-
tion (1):

CSLS(x, y) = 2 cos(x, y)

−
∑

z∈NNk(x)

cos(x, z)

k
−

∑

z∈NNk(y)

cos(y, z)

k
,

(1)

where NNk(x) indicates the k-nearest neighbours
of vector x. We choose k = 20.

Finally, we consider a source sentence and its
most similar target sentence to be parallel accord-
ing to a threshold that is chosen dynamically on
the training dataset. Defined as in Equation (2) by
Hangya et al. (2018), the threshold value depends
on the mean and standard deviation (σ) from the
found similarity values (S):

threshold = mean(S) + λ× σ(S), (2)

where λ is the tuneable hyper-parameter.
We evaluate the mining quality by computing the

usual Precision, Recall, and F-score, following the
3This method is related to the margin-based methods pre-

sented by Artetxe and Schwenk (2019a); we observed com-
parable results on our dataset whether with CSLS or a ratio
margin.

BUCC Shared Task methodology. We also report
the number of mined sentences (Nsent).

4 Experimental results

4.1 Mining results

embeddings P (%) R (%) F (%) Nsent

XLM-R 3.64 2.03 2.61 1,675
Glot500-m 32.82 20.63 25.34 1,886

PT-HSB-3 22.36 8.77 12.60 1,176
PT-HSB-6 34.54 17.23 22.99 1,497
PT-HSB-9 34.36 17.50 23.19 1,528

+ CS-DE 36.96 26.30 30.73 2,135

Table 2: Evaluation on the test dataset of the Upper
Sorbian corpus.

Upper Sorbian Table 2 presents the quality of
the mined parallel sentences with different word
embeddings on the Upper Sorbian-German dataset.
XLM-R’s performance indicates that these embed-
dings are not suited for Upper Sorbian and cannot
extend well to this language based on related pre-
trained languages only. On the contrary, Glot500-
m, which has seen a number of sentences in Upper
Sorbian, has higher scores than XLM-R: the addi-
tional pre-training does indeed help to get a better
word and, hence, sentence representation.

The bottom half of the table shows the perfor-
mance of the different XLM-R models pre-trained
on Upper Sorbian and German, as presented in Sec-
tion 3.2. Not surprisingly, increasing amounts of
Upper Sorbian data improve mining performance,
reaching scores similar to Glot500-m, which was
trained with roughly 100K Upper Sorbian sen-
tences. Furthermore, using a bilingual cue from a
related language pair (here Czech-German) enables
us to go further, with an F-score of 31 for PT-HSB-
9 + CS-DE. It is worth noting that this additional
pre-training mainly helps with recall.

Lower Sorbian We use the same experimental
methodology on the Lower Sorbian corpus and
show the results in Table 3. XLM-R mines sen-
tences of similar quality in both Sorbian languages:
with no prior knowledge of the language, they
equally struggle with F-scores of less than 3. More-
over, since Glot500-m has not seen any Lower Sor-
bian sentence, it also has a very low F-score com-
pared to the Upper Sorbian case: pre-training in the
language is indeed crucial, especially when mining
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embeddings P (%) R (%) F (%) Nsent

XLM-R 5.88 1.88 2.85 289
Glot500-m 6.75 5.65 6.15 756

PT-HSB-3 5.99 5.21 5.57 785
PT-HSB-6 8.85 5.21 6.56 531
PT-HSB-9 10.06 6.87 8.17 616

+ CS-DE 11.01 11.75 11.37 963

Table 3: Evaluation on the test dataset of the Lower
Sorbian corpus.

with averaged word embeddings. Here, the related
languages help, with 3 points of F-score above the
standard XLM-R, but only in a limited fashion.

Regarding pre-trained XLM-R models, they ex-
hibit a comparable trend as for Upper Sorbian:
more pre-training sentences improve the mining
quality. The models see no Lower Sorbian during
pre-training; the increase in performance is only
due to the transfer between the related Slavic lan-
guages.

4.2 Precision-recall trade-off
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Figure 2: Evolution of the precision and recall for the
best-performing PT-HSB-9 + CS-DE model on the train-
ing dataset in Upper Sorbian.

We defined the mining threshold by maximising
the F-score on the training dataset in section 3.3.
However, in real-life scenarios, the relevant crite-
ria might differ depending on the use case. An-
other possible strategy would be to aim for a higher
recall because, once mined, the precision can be
increased through post-processing by filtering out
wrong pairs.

Besides, as Figure 2 shows for the best model
on Upper Sorbian, we notice that precision tends to

rise faster than the decline in recall when increasing
the threshold parameter λ. This means that volun-
tarily choosing a sub-optimal λ with a higher recall
and post-processing could lead to higher F-scores.

Post-processing One approach is through man-
ual annotation, which requires active involvement
from the language community or speakers. This
can be tedious, depending on the initial mining
quality. A second method is to rely on unsupervised
word aligners solely based on embeddings, such
as SimAlign (Jalili Sabet et al., 2020). Given the
lower amount of sentences, compared to the BUCC
setting, for instance, this remains a reasonable op-
tion regarding the computing time and cost4. More-
over, since we focused on word encoders for Upper
Sorbian in this work, embedding-based aligners
can also benefit from the additional pre-training.

In this experiment, we select a very low thresh-
old, λ = 0.1, to compromise between a scalable
amount of sentences to align and a high enough
recall. For all the kept pairs, we use SimAlign
with our pre-trained embedding models5. Then,
we compute a simple two-way alignment score
by counting the found alignment links divided by
the number of words in the sentence in both direc-
tions. Finally, using the dynamic threshold of Equa-
tion (2), we only consider sentence pairs above a
threshold alignment score. This post-processing
leads to a significant improvement when used on
the best-performing PT-HSB-9 + CS-DE model
in Upper Sorbian, for instance, with an F-score
of 51.38 (to compare with 31, without alignment
post-processing, in Table 2).

Since this approach relies on embeddings to cor-
rectly align words, it requires a decent modelling
of the language. For instance, when we apply this
post-processing method to Lower Sorbian (still
with the PT-HSB-9 + CS-DE model), we only im-
prove the F-score by 2 points, reaching 13.44.

4.3 Qualitative analysis
In Table 2, XLM-R obtained low metric scores on
Upper Sorbian despite finding more than 1,000 sen-
tences. This poor mining quality can be qualita-
tively seen in Figure 3, where the source Upper Sor-
bian and the found German sentences have nothing
in common. Using the best model, in our case, PT-
HSB-9 + CS-DE with alignment post-processing,

4In our experiments, the largest number of sentence pairs
to align was 42,170, for the Upper-Sorbian test dataset, which
took less than 10 minutes on one GPU.

5We use the 8th layer and align with the ‘Argmax’ strategy.
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enables us to find the correct target German sen-
tence.

HSB Wón namjetuje moderěrowanu diskusiju wo tym.
XLM-R Sie rechen das Laub der Laubbäume.

They rake the leaves of the deciduous trees.
Best Er schlägt eine moderierende Diskussion darüber an.

He proposes a moderated discussion about this.

Figure 3: Example of mined sentences in Upper Sorbian.
While XLM-R finds an unrelated sentence, PT-HSB-9
+ CS-DE with alignment post-processing identifies the
correct German sentence.

Figure 4 presents a pair of sentences wrongfully
considered as parallel by the mining programme
using PT-HSB-9 + CS-DE with alignment post-
processing. One limitation of considering averaged
word embeddings as sentence embedding is that
nuances or details can get diluted in the final repre-
sentation. A common issue is, hence, when two sen-
tences have similar topics; even embedding-based
word aligners will struggle in these cases. As such,
the example sentences are incorrectly considered
parallel because of a similar topic and structure. In
the second half of the sentence, the dates and times
do not correspond: Sunday, 15th of July (‘njedźelu,
15. julija’) at 17:00 (‘17 hodź’) in Upper Sorbian
and Wednesday, 9th of December (‘Mittwoch, den
9. Dezember’) at 20:15 (‘20.15 Uhr’) in German.
Nonetheless, this pair gets a high CSLC similarity
score, and the computed align rate is 60%.

5 Related works

Parallel sentence mining has been extensively
studied as an intermediate step geared towards
Machine Translation, further stimulated by the
BUCC Shared Tasks (Zweigenbaum et al., 2017;
Pierre Zweigenbaum and Rapp, 2018). Previous
works usually tackled parallel sentence mining with
supervised bilingual and multilingual embeddings
(e.g., Guo et al., 2018). When unsupervised, i.e.
with no training parallel sentences, the embeddings
stemmed from monolingual static embeddings such
as fastText (Bojanowski et al., 2017) that were
mapped to form bilingual or multilingual word em-
beddings (Hangya et al., 2018; Hangya and Fraser,
2018, 2019).

Then, static embeddings were replaced in the
pipeline by multilingual contextual embeddings
such as in (Kvapilíková et al., 2020; Kvapilíková
and Bojar, 2023). The key point was to improve the
bilingual (or multilingual) sentence representation,

as proposed by Schwenk (2018).
Another reason to tackle sentence mining is to

estimate the quality of embeddings; it is a sim-
pler task computing-wise compared to the more
resource-intensive machine translation. Similarly,
an alternative method to assess the quality of multi-
lingual word representations is sentence matching,
where a parallel corpus is shuffled, and the true
pairing must be found. It is more scalable to multi-
ple languages due to the lower number of sentences
to process.

An adjacent field of work worth mentioning
here is on pre-trained multilingual embeddings,
among which XLM-R (Conneau et al., 2020) and
Glot500-m (Imani et al., 2023), that we consider
here. The latter has notably been tested on the
sentence-matching task to evaluate its word repre-
sentation quality.

Finally, the task of parallel sentence mining itself
is well-handled by multilingual sentence encoders,
namely LASER (Artetxe and Schwenk, 2019b) and
LaBSE (Feng et al., 2022), due to their massive
training datasets and their specific objectives. More
precisely, Costa-jussà et al. (2022) have actually
striven to extend the initial LASER embeddings
to more than 200 less-represented low-resource
languages with LASER3 thanks to teacher-student
distillation (Heffernan et al., 2022). By combining
this approach with contrastive learning, Tan et al.
(2023) get even further improvement on eight low-
resource languages, with larger clean parallel data
than Sorbian languages. These sentence embed-
dings are still unavailable for most low-resource
languages, and extending them usually requires a
significant amount of data or compute (if not both).
The extension of our study to such embeddings
goes beyond the scope of our current work but will
be tackled in the future.

6 Conclusion

We studied the task of sentence mining, using
averaged contextual word embeddings, by creat-
ing a benchmark for two Slavic low-resource lan-
guages: Upper and Lower Sorbian. We notably
observed several advantages in carrying out addi-
tional pre-training on XLM-R for Upper Sorbian.
The pre-trained model gets better word representa-
tions, which is reflected in a better mining capacity.
Besides, the additional pre-training can improve
the mining quality for related languages with even
less data, in our case, for Lower Sorbian. Although
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HSB Kocorowy oratorij „Serbski kwas“ zaklinči po něhdźe dźesać lětach zaso, a to tutu njedźelu, 15. julija, w 17 hodź.
DE Das große Finale von „Die Bachelorette“ läuft am Mittwoch, den 9. Dezember, um 20.15 Uhr bei RTL.

Figure 4: Example of a mining error in Upper Sorbian using PT-HSB-9 + CS-DE with alignment post-processing.
Coloured parts respectively correspond to dates (in red) and times (in blue) in both languages but are not translations.

pre-training word encoders have a non-negligible
computing cost, they open doors for other down-
stream tasks or parallel sentence post-processing
with word aligners. Alternatively, if the language
is already supported by Glot500-m, its word em-
beddings can be an off-the-shelf solution.

Our future work includes bringing the mining
quality even higher by leveraging existing addi-
tional language resources (e.g., dictionaries). Be-
sides, the natural downstream task would be ma-
chine translation, in a similar fashion to (Kva-
pilíková and Bojar, 2023) by using mined pseudo-
parallel sentences during training.

More generally, we hope this work can foster
further initiatives, namely real-life applications to-
wards MT, for instance, together with language
communities, in carrying out bilingual sentence
mining for other low-resource languages. Our
benchmark can also serve as a first place to evalu-
ate upcoming tools before extending them to differ-
ent languages. Indeed, it has yet to be confirmed
whether our observations still hold true for other
languages and language families.
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Limitations

We have focused on two low-resource languages,
which might not be in the most challenging sit-
uation when it comes to pre-trained models: re-
lated Slavic languages such as Czech or Polish
are commonly seen in the pre-training data, and
both languages use the Latin alphabet. This is a
favourable setting for an easier transfer between
languages. The improvements we saw can hence be
difficult to reproduce for languages with more dif-
ferent characteristics (grammar, morphology, lan-
guage family, or script). Nonetheless, this work
still represents an initial attempt towards parallel

mining for low-resource languages, and we suggest
that future researchers evaluate their tools initially
on our benchmark.

Besides, since both Sorbian languages are close
enough to two pre-training languages and German
is also well-covered, some off-the-shelf sentence
encoders, such as LASER or LaBSE, already have
a high mining performance: with the latter model,
the mining quality reaches a F-score of 73.17 on
Upper Sorbian and 43.33 for Lower Sorbian. These
results are tangential to our work, which focuses on
improving word embeddings for Sorbian languages
when mining sentences.

Finally, the task itself is only suitable for lan-
guages with a monolingual corpus large enough,
which represents a subset of endangered languages;
our work cannot handle left-behind or scraping-by
languages (Joshi et al., 2020), where the essen-
tial challenge may indeed be to first create larger
monolingual corpora in the first place (or to directly
create parallel corpora so that sentence mining is
not necessary).
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ABSTRACT 
 

Many endangered, under-represented, minority and 
Indigenous language communities around the 
world need access to multilingual online resources 
to survive in the digital age. The Living 
Dictionaries platform provides a collaborative 
online space for professional linguists and citizen-
linguists alike to produce their own grassroots 
digital dictionaries that include multimedia such as 
audio recordings and images. These online lexica 
can play an important role in assisting present and 
future generations in combatting language loss and 
creating visibility for their languages and cultures 
on the Internet. 
 
1 Introduction 

While state-run language programs 
often serve as vectors of total assimilation to 
dominant languages and the abandonment of 

heritage ones (Skutnabb-Kangas, 2000; 2023), 
grassroots digital projects can serve as a 
counterbalance and bring visibility to lesser-
known languages. Access to high-quality 
digital resources is essential for language 
communities in the modern age, as 
information is increasingly consumed and 
disseminated digitally, specifically through 
mobile platforms. Assisting communities in 
developing such accessible resources is a 
tangible contribution by linguists in response 
to the colonialist underpinnings of linguistics. 
Relying on institutional actors – state, 
academic, juridical – to act in the interests of 
linguistic minority communities and to enforce 
linguistic human rights (not just on paper) has 
proven to be largely ineffective to date, except 
in very few contexts where governments have 
successfully helped revitalize languages that 
are typically the sole or main minority 
Indigenous language of the nation (e.g., in 
Wales, Ireland, New Zealand).  

 

 
 

Figure 1: The Living Dictionary for Olùkùmi [ISO 639-3 code: ulb], an endangered Niger-Congo language of 
Nigeria, with glosses in English and some in Yoruba. It contains 1,553 entries tagged with semantic domains 
and parts of speech and includes multimedia. It was built by Dr. Bolanle Orokoyo (University of Ilorin) in close 
collaboration with scholars at Living Tongues Institute for Endangered Languages between 2012 and 2024. 
https://livingdictionaries.app/olukumi/entries 
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As such, grassroots efforts that combine 
technology, collaboration and community 
stewardship provide a meaningful path to 
combat language loss. This paper shows the 
global applicability of the Living Dictionaries 
platform, which was engineered for 
straightforward co-creation of between 
grassroots collaborators, to create accessible 
digital resources for all underrepresented and 
endangered languages. 
 
2 The Living Dictionaries platform 

The Living Dictionaries platform is an 
online, source-available dictionary-builder that 
serves a wide range of underrepresented, 
endangered, Indigenous, creole and diaspora 
languages around the world, with the goal of 
providing communities with efficient online 
access to systematic language materials that 
benefit language learners as well as scholars. 
All languages, lects and regional varieties are 
welcome to be represented on the platform.1 
The Living Dictionaries website is an 
innovative tool for in-person as well as remote 
collaboration because it provides an 
accessible, interoperable2 and user-friendly 
way for community language activists and 
linguists to work together to document, store 
and share large amounts of high-quality lexical 
data paired with digital images, audio, video 
and GPS coordinates.  

 

 
1 When dictionaries are configured, language identifiers 
such as ISO 639-3 and Glottocodes can be added or 
updated “Settings page” of the dictionary. These 
identifiers also help index the dictionary online so that 
researchers can correlate the content in the dictionary 
with existing linguistic literature on the language. 
2 The Living Dictionaries team is working to expand 
interoperability between data types, formats and 
software. They can currently import dictionary data from 
spreadsheets, .CSV files and FLEx files (Standard 

 
 

Figure 2: A detailed ethnobotanical entry from the 
Birhor Living Dictionary, with the headword 
represented in in IPA as well as the Devanagari 
script (locally dominant in India), the Hindi 
translation, two semantic domain tags, the 
scientific name in Latin, an image, and a “notes” 
section with relevant information about the plant’s 
culinary use. Birhor [ISO 639-3 code: biy] is an 
endangered Munda language of India and this 
project was created by Living Tongues Institute for 
Endangered Languages in close collaboration with 
the Birhor tribal community of India. 
https://livingdictionaries.app/birhor/entries 
 

The platform differs from other digital 
dictionary programs and online platforms in 
many distinct ways. For example, it functions 
in any web browser on any device, so there is 
no software to download, and any updates to 
the platform are visible instantly. While 
designed by linguists and usable by 
professional linguists, the platform’s 
functionality is straightforward and easy to 
learn for citizen-linguists who may not have 
formal training in linguistics. To date, the 
Living Dictionaries platform houses 

Format), and they aim to improve their existing import 
functionality by accommodating all legacy dictionary 
import types (such as formats coming from Toolbox, 
Shoebox, Lexique Pro, TshwaneLex and other dictionary 
programs) so that they can import any existing legacy 
data into the Living Dictionaries. Dictionaries may also 
be exported as .CSV files and professionally designed 
.PDFs for printing entire dictionaries. An “Offline mode” 
is also being developed in 2025. 
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dictionaries for over 400 languages and has a 
user interface that is available in fourteen 
languages, making it accessible to professional 
linguists and citizen-linguists in many parts of 
the world. The platform allows citizen-
linguists to determine how they want their 
language to be named in the dictionary’s title, 
and they can edit it at any time. The platform 
includes multimedia audio and video recording 
and uploading functionality, which is rare on 
other platforms. It includes a built-in list of 
tags for parts of speech and semantic domains, 
as well as customizable tags, which allow 
dictionary editors to tag, filter and sort 
according to their own categories. There is no 
paywall or fee of any kind to build digital 
dictionaries on the platform.  

Unlike Wiktionary (where each 
dictionary has different user experience and 
layout features), every Living Dictionary has 
the same front-end layout and the same set of 
systematic linguistic features available to its 
editors (and they can choose what data fields 
they wish to fill out). Furthermore, the 
platform allows for citizen-linguists to 
configure and modify the “Settings” of their 
dictionary (including naming, language codes 
and locations) concerning the language(s) they 
are working on and decide what glossing 
languages they wish to include. Another 
notable feature of the Living Dictionary 
platform is that it includes geo-mapping for 
dictionary entries, allowing place names and 
other entries to be correlated to the 
dictionary’s map. 

 

 
 
Figure 3: An entry for the place name “adudai” (a 
Nukuoro term that refers to the Mortlock Islands) 
with its map location in the Living Dictionary for 
Nukuoro [ISO 639-3 code: nkr], an endangered 
Austronesian language of the Federated States of 
Micronesia. It was led by linguist Emily 
Drummond (UC Berkeley) in close collaboration 
Nukuoro speakers, with assistance from Living 
Tongues Institute for Endangered Languages: 
https://livingdictionaries.app/nukuoro/entries 
 

Living Dictionaries are unlimited in 
size, may contain as many glossing languages 
as one wants, and may represent entries in up 
to five local orthographies or scripts, which 
can be very useful in contexts where there are 
multiple competing orthographies and users 
may want to type in the search bar with their 
preferred script or writing system. Also, the 
platform allows users to generate and print a 
professionally designed .PDF of the dictionary 
directly within the browser. The number of 
columns, font size, data fields and optional 
inclusion of images and QR codes (linking 
directly to the Living Dictionary entry) can all 
be configured within the ‘Print View’ of each 
dictionary. With many ‘sorting’ filters on the 
right-hand side bar, it is easy to generate and 
print small and/or thematically targeted sets of 
lexical materials for pedagogical purposes. 
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Figure 4: The ‘Print View’ of the Living Dictionary for Iñupiaq [ISO 639-3 code: ipk], an endangered 
Indigenous language of Alaska. It was created through a close collaboration between three nonprofit 
organizations: Doyon Foundation (Alaska), 7000 Languages and Living Tongues Institute for Endangered 
Languages. It is available here: https://livingdictionaries.app/inupiaq/entries 
 
3 Co-creation on the Living Dictionaries 
platform 

Collaboration is made easy since 
dictionary creators can send an automated 
email invitation to colleagues and assistants 
who wish to work on the dictionary. Once 
invited, collaborators join a project and they 
can add or edit content, record audio, and 
much more. These tools and features can also 
help facilitate collaboration and language 
exchange across generations, as younger, tech-
savvy community members partner with 
experts from middle and elder generations in 
natural social contexts to record their voices 
on devices. The ‘History’ tab used for internal 
workflow makes it easy for various 
collaborators to edit a Living Dictionary at the 
same time and visualize what edits have been 
made and by whom. Through the availability 
of video tutorials3 on the platform as well as 
scheduled Zoom trainings organized by the 
platform’s leadership team, digital skills and 
best practices in citizen lexicography are made 
accessible to all users and indeed stand at the 
core of this initiative.  

 
3 Free video tutorials are available on the platform 
in English and Spanish (with subtitles in Hindi, 
Russian, Chinese, Arabic and French) so that 
prospective dictionary creators can get started 

The platform’s developers, linguists 
and curators work in close collaboration with 
citizen-linguists to create new Living 
Dictionaries; the co-creative workflow in the 
development of Living Dictionaries consists of 
five overarching phases: 1) planning and 
community consultation; 2) digital training, 
where citizen-linguists receive online or in-
person training; 3) data collection and feature 
programming (if new features are being 
conceived in collaboration with a community); 
4) data assessment and quality control, and 
lastly, 5) the import of large batches of 
linguistic and multimedia data to the Living 
Dictionaries platform and the deployment of 
new web features. Of course, these phases can 
be repeated as necessary over the course of a 
long project. All co-creators have editing 
access to the linguistic data in spreadsheets 
that are to be uploaded to the Living 
Dictionaries and editing access to the online 
dictionaries themselves. Imported dictionary 
entries may then be edited on Living 
Dictionaries manually (one by one) by any 
project participant directly to the platform or 

quickly without necessarily having to register for 
an upcoming Zoom training. The tutorials are 
available at: https://livingdictionaries.app/tutorials 
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may be uploaded in large batches from 
spreadsheets in collaboration with the lead 
digital curator. Once imported, any entry may 
be edited online at any time, and new entries 
can also be added. Entries also may include 
sample sentences with their translations into 
various languages, semantic domain tags and 
custom tags that allow for data organization 
and filtering, one or several audio recordings 
of the headword’s pronunciation by local 
speakers, and one or multiple images related to 
the content of the dictionary entry. Entries 
may include a video that shows a speaker 
uttering the headword or using it in an 
example sentence, and some videos may 
include an explanation of the origin or 
etymology of the word, a demonstration of an 
event, etc. Each dictionary entry has its own 
unique URL, and is thus easily shareable via 
text messaging, email and social platforms.  

Dictionary entries contain a headword 
represented in the language community’s 
preferred orthography. The web development 
team works with community researchers to 
make sure the orthographies are displayed 
using the best current Unicode-compliant 
practices for web browsers. If community 
researchers eventually want to display 
alternate writing systems, that is not a 
problem. The system can accommodate up to 
five alternate orthographies within dictionary 
entries. The platform sends out regular 
community messages to all users on the 
platform several times a year, notifying them 
about upcoming Zoom trainings, feature 
updates and scheduled down time. 

Living Dictionaries allow citizen-
linguists and scholars to create, curate and 
expand digital lexicons that benefit present 
and future generations of speakers – locally 
and across their diasporas. The dictionaries 
can become large-scale, community-
collaborative digital resources, incorporating 
extensively tagged multimedia materials that 
allow users to search, filter, sort, export and 
print data, thus providing language 
communities with free and shareable 
resources.  

 
4 At the time of writing, the platform’s interface can be 
accessed in fourteen different languages, including 
Spanish, French, Hindi, Russian, KiSwahili, Bangla, 
Assamese, Portuguese, Malay, Bahasa Indonesia, 
Vietnamese, Hebrew, Chinese and English. More 
interface languages (Arabic, Thai, Italian) are under 
development. 

Speakers, regardless of their location, can use 
the multilingual interface4 to record their 
voices directly to the cloud and store their 
audio recordings within dictionary entries for 
easy playback. Audio and video may be 
recorded directly into the web platform, using 
any device. The dictionary platform allows 
dictionary entries to be correlated with maps 
(helpful for place names and topographic 
features in the landscape). Users who are 
working on a language for which there already 
exists a Living Dictionary can click on the 
convenient “Contact Us” button located in the 
top menu toolbar (see the upper portion of 
Figure 4) to send an automated email message 
to the dictionary authors and ask for 
permission to join an existing project as a 
fellow editor.5 Meetings with prospective 
editors may be convened to have a further 
discussion about collaboration. 

 
4 Citizen-linguists and the broader 
impacts of decolonial lexicography 

Linguistics is rightly critiqued as 
rooted in colonialist projects (Errington, 2001; 
Makoni, 2013; Zimmermann and Kellermeier-
Rehbein (eds.), 2015; Hudley et al., (eds.) 
2024). It is a moral imperative of the 21st 
century to address colonialist legacies and thus 
for linguists to make possible decentralized 
and decolonial approaches to language 
documentation, language resource 
development and linguistic analysis. Indeed, it 
is not enough to simply acknowledge and 
critique the colonialist underpinnings of the 
field, which, while an important step, if not 
tied to action, remains empty, self-defeating 
rhetoric. To be sure, documenting languages is 
not only important to the scientific field of 
linguistics, but also to speech communities 
who are urgently looking for tools to combat 
language loss. It is not an overstatement to 
assert that language documentation is crucial 
to conserving humanity’s intangible heritage 
on Earth. Living Dictionaries offer a central 
point where different communities of 
stakeholders can contribute equally and 
respectfully. The platform was created to make 

5 Each request is also forwarded to the platform 
administrators, who can assist the original authors in 
evaluating the inquiry and deciding if a new colleague 
should join the project or start a new Living Dictionary 
of their own instead. 
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building linguistic resources from the ground 
up easy and accessible to anyone who knows 
how to operate a smartphone or tablet. 
Equitable resource development is at the heart 
of this work. As platform administrators, we 
have sought to lessen the burden of colonial 
and capitalistic frameworks (such as 
bureaucracy and subscription models) so there 
are as few limitations as possible for 
newcomers to lexicography.  

In particular, citizen-linguists play a 
huge role in the process of building these 
digital dictionaries. A citizen-linguist6 is here 
understood as a person who is actively 
engaged in their speech community, believes 
in safeguarding their native (or heritage) 
language and works towards transmitting it to 
future generations. Citizen-linguists are 
motivated to create accessible language 
resources that are tailored to their 
community’s needs. They are people who 
fulfill the multi-faceted roles of 
documentarian, language activist and digital 
content creator, whether they have formal 
training in linguistics or not. Some are 
educators, some are students; some are people 
with advanced training in other academic 
fields who see the value in protecting their 
language, whether they are fluent speakers or 
not.  

In general, citizen-linguists take on the 
difficult challenge of recording and sharing 
their language, which may be under-studied by 
scholars and under-valued by their own 
community and the wider public. Many 
citizen-linguists are leaders in other areas of 
community life and undertake language work 
as volunteers in their spare time, because they 
understand that the act of preserving their 
language is connected to their cultural group’s 

well-being, identity, and survival. Like other 
citizen scientists who study and celebrate local 
phenomena (e.g., flora or fauna, etc.), citizen-
linguists are grassroots actors who may bridge 
divides between diverse groups of people and 
help bring local knowledge forward, while 
also feeling a sense of personal pride and 
connection to the language in question. 
Citizen-linguists are often excellent (co-) 
creators of language materials because they 
see the long-term value of the work they are 
doing and know that teamwork can benefit 
large, detailed undertakings like language 
documentation. 

Living Dictionaries can serve as 
community-based access points to under-
studied endangered traditional knowledge 
encoded in languages, in diverse domains such 
as flora and fauna, textile practices, spiritual 
traditions, food production, sacred sites and 
other elements of the landscape, and much 
more. For example, the Werikyana-Tiriyó-
Portuguese-English Living Dictionary (see 
Figure 5) has over 3,000 entries with 
accompanying audio recordings and contains 
an impressive array of content regarding local 
culture, fauna and flora. This quadrilingual 
dictionary was created by the various 
Indigenous communities who speak the 
Werikyana language in the Brazilian Amazon, 
using solar-powered mobile devices and 
satellite Internet via Starlink. It is the first-ever 
digital resource of this kind for the Werikyana 
language and represents years of hard work led 
by many Werikyana speakers. This Living 
Dictionary was made publicly accessible to the 
world with the authorization of AIKATUK 
(Associação Indígena dos Kaxuyana-
Tunayana-Kahyana). 

 

 
6 This term, which can also be used interchangeably with 
other broad designations like language champion, 
language activist and community language activist, 
expresses the notion that a member of a local speech 

community is contributing to science with their own 
resources and time, whether they have formal training or 
not.  
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Figure 5: ‘Gallery view’ of the Werikyana-Tiriyó-Portuguese-English Living Dictionary, which was created by 
Werikyana speakers and Prof. Spike Gildea (University of Oregon) with technical assistance from Living 
Tongues Institute for Endangered Languages. Werikyana [ISO 639-3 code: kbb] is an endangered Indigenous 
language of the Brazilian Amazon of the Carib family. It is displayed in the Portuguese language interface in 
this screenshot (https://livingdictionaries.app/werikyana/entries) 
 

The website offers the insights and 
systematicity of linguistic science in a user-
friendly context, free of cost to citizen-
linguists, with no institutional or other 
administrative roadblocks preventing access to 
this online tool.7 It highlights and preserves 
essential ecological, social, and linguistic 
knowledge that lie at the foundation of cultural 
survival. All intellectual property rights 
associated with dictionary data remain with 
the language community from which the data 
originates.  

This platform can help mitigate the 
global language extinction crisis by opening 
the door to linguistic documentation for all, 
thereby side-stepping colonial structures that 
seek to oppress minority languages. The 
platform supports citizen science by providing 
STEM opportunities to community activists to 
document their own languages and help them 
gain access to technical guidance from our 
team of professional linguists, anthropologists 
and web developers. The team also prioritizes 
racial equity by promoting access to (and 
awareness of) this platform to diverse 
communities of color worldwide, particularly 
in the Global South, with a focus on 

 
7 Except for in nation-states that block access to certain 
websites for political/ideological reasons, like in China. 

supporting academic colleagues and citizen-
linguists long-term through digital literacy 
training online.  

This platform provides an easy-to-use 
framework for systematically storing and 
sharing dictionary data for at-risk languages, 
thus increasing their viability for survival in 
the long-term. This comes with big 
implications: studies in North America and 
Australia show that weaving a connection to 
one’s heritage language leads to better mental 
health, better performance in schools, and 
expanded economic opportunity (Zuckerman, 
2020; Olko et al., 2022; van Beek, 2016; Olko 
and Andrason 2023). Therefore, pride in 
ethnolinguistic identity has numerous socio-
economic and psycho-social-political benefits. 
Living Dictionaries, being multilingual tools at 
their core, also help promote bilingualism and 
multilingualism, which, in addition to social 
benefits, have positive biological outcomes 
such as improved cognition and protection 
against the onset of dementia (Bialystock et 
al., 2007; Perani and Abutalebi, 2015). 
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5 Code Accessibility on the Living 
Dictionaries platform 

 Accessible code is also important for 
future generations of developers building such 
tools. The Living Dictionaries code base is 
available on its GitHub page, and its license 
operates under a source-available, non-
commercial license also listed in GitHub. Data 
in the Living Dictionaries are stored in a 
PostgreSQL database, backed up daily. Media 
is stored in a Google Cloud Storage bucket 
that is also backed up regularly. Dictionary 
managers can download their dictionaries as a 
.JSON file for their use in other applications. 
The .JSON is structured to make it easy for 
consuming applications to connect all relevant 
data points such as mapping speakers to 
dictionary entries. Dictionaries can also be 
exported as a .PDF file for easy printing. The 
site relies on popular, open-source 
technologies that make it easy to maintain and 
upgrade in the long-term. Two web developers 
who are specialized in mobile-friendly web 
applications help the platform’s lead digital 
curator answer technical questions, improve 
the display and functioning of the platform on 
mobile devices and desktop computers, fix 
bugs on the platform, upload batches of 
content, manage the database, make necessary 
changes to the front-end and back-end of the 
website, plan and code new features and keep 
track of all technical issues on GitHub. They 
ensure that the code stays source-available at 
all times and stays up to date with the latest 
web technologies.  

All edits to dictionary entries can be 
visualized online in real-time, without having 
to refresh the page, which facilitates instant 
remote collaboration between dictionary 
editors who are editing a dictionary at the 
same time (whether they are side by side or 

working at great distances). The design and 
engineering of the dictionary platform are 
created on an ongoing basis by an in-house 
web development team, guided by feedback 
from hundreds of scholars and citizen-linguists 
who attend our online workshops which 
provide training for community researchers 
involved in the editing, curation, recording 
process and construction of the dictionaries. 
The web developers working on Living 
Dictionaries have designed and implemented 
new features based on carefully assessing 
feedback from the user base and incorporating 
the needs of communities with limited digital 
literacy. Through engaging images, audio and 
video recordings, and the ability to add 
unlimited cultural information in the ‘notes’ 
section of each digital dictionary entry and 
grammatical information about the language in 
the ‘Grammar’ tab, the platform is able to 
showcase the unique features of each language 
and culture represented in the Living 
Dictionaries.  
 
6 Summary 

Living Dictionaries offer an inclusive, 
participatory citizen science approach to 
digital lexicography, thereby helping to 
decolonize and decentralize the process of 
language documentation. Grassroots digital 
language documentation is one of the only 
realistic approaches to combatting language 
loss in the long-term, and tools such as this 
one can benefit different communities of 
stakeholders. Living Dictionaries are playing 
an important role in helping under-
represented, minority and Indigenous language 
communities worldwide to successfully claim 
space in the digital arena and thus safeguard 
their languages from extinction. 
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SÁNEĆ School Board, Brentwood Bay, BC, Canada

Abstract

The SENĆOTEN language, spoken on the
Saanich peninsula of southern Vancouver Is-
land, is in the midst of vigorous language re-
vitalization efforts to turn the tide of language
loss as a result of colonial language policies. To
support these on-the-ground efforts, the com-
munity is turning to digital technology. Auto-
matic Speech Recognition (ASR) technology
holds great promise for accelerating language
documentation and the creation of educational
resources. However, developing ASR systems
for SENĆOTEN is challenging due to limited
data and significant vocabulary variation from
its polysynthetic structure and stress-driven
metathesis. To address these challenges, we
propose an ASR-driven documentation pipeline
that leverages augmented speech data from a
text-to-speech (TTS) system and cross-lingual
transfer learning with Speech Foundation Mod-
els (SFMs). An n-gram language model is also
incorporated via shallow fusion or n-best restor-
ing to maximize the use of available data. Ex-
periments on the SENĆOTEN dataset show a
word error rate (WER) of 19.34% and a char-
acter error rate (CER) of 5.09% on the test
set with a 57.02% out-of-vocabulary (OOV)
rate. After filtering minor cedilla-related errors,
WER improves to 14.32% (26.48% on unseen
words) and CER to 3.45%, demonstrating the
potential of our ASR-driven pipeline to support
SENĆOTEN language documentation.

1 Introduction

Language documentation often plays an important
role in the revitalization of Indigenous languages.
Language revitalization is, in turn, crucially impor-
tant for preserving the cultural heritage and iden-
tity of Indigenous communities. SENĆOTEN (str),
the language of the W

¯
SÁNEĆ people, has faced

considerable challenges, largely due to the cumu-
∗Corresponding author.

lative effects of historical marginalization and cul-
tural suppression (Haque and Patrick, 2015; Pine
and Turin, 2017). With a sharp reduction in fluent
speakers, many Indigenous languages in Canada,
including SENĆOTEN, are at a critical juncture.
Of the approximately 70 Indigenous languages in
Canada, many urgently require revitalization ef-
forts to prevent further loss (Littell et al., 2018). In
this context, Automatic Speech Recognition (ASR)
technology offers significant potential for language
revitalization by supporting the transcription of spo-
ken language, thereby potentially accelerating the
development of educational curriculum developed
from audio data (Jimerson and Prud’hommeaux,
2018; Foley et al., 2018; Littell et al., 2018; Gupta
and Boulianne, 2020a,b; Liu et al., 2022; Rodríguez
and Cox, 2023). While ASR technologies have
made significant strides for widely spoken lan-
guages (Peddinti et al., 2015; Chan et al., 2016;
Wang et al., 2020; Gulati et al., 2020; Hu et al.,
2022; Li et al., 2023), research on ASR systems for
Canadian Indigenous languages (Gupta and Bou-
lianne, 2020a,b) remains limited.

SENĆOTEN, also known as the Saanich lan-
guage, is spoken around the Saanich penin-
sula in the southern region of Vancouver Is-
land and on neighboring islands in the Strait of
Georgia. The language is written with a dis-
tinct alphabet developed by the late Dave Elliott
Sr. (FirstVoices, 2024). As of 2022, there are a
reported 16 fluent SENĆOTEN speakers and 165
semi-speakers (Gessner et al., 2022). While on-
going and vigorous revitalization efforts (Brand
et al., 2002; Jim, 2016; Bird and Kell, 2017; Bird,
2020; Elliott Sr, 2024; Pine et al., 2025) are in
place, there have been no prior efforts to leverage
ASR techniques to support the documentation and
revitalization of SENĆOTEN.

This paper aims to address the gap by inves-
tigating cutting-edge ASR-based techniques that
can support SENĆOTEN language documentation
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efforts. However, developing ASR systems for
SENĆOTEN presents two major challenges: 1)
Limited data resources: Compared with high-
resource languages like English, there are very
few digitized materials in SENĆOTEN (Pine et al.,
2022b), and even fewer audio recordings are avail-
able with aligned transcriptions; 2) Extensive vo-
cabulary variation: Beyond the relatively polysyn-
thetic nature of SENĆOTEN, metathesis driven by
stress patterns further contributes to the vast num-
ber of possible word forms as illustrated below
from Montler (1986, Section 2.3.5.4.3):

(1) T
¯

QET
ň’kw’@́t

‘Put it out (a
fire).’

(2) T
¯

EQT
ň’@́kw’t

SEN
s@n

‘I’m putting it
out.’

Such morphological and phonological complex-
ity makes it impractical to construct a sufficiently
large dictionary. As a result, many words to be tran-
scribed are absent from the system’s training data
(i.e., out of vocabulary). These two challenges,
taken together, significantly hinder the develop-
ment of robust ASR systems for SENĆOTEN.

To tackle the challenges associated with the
development of ASR systems for SENĆOTEN,
this paper explores a range of state-of-the-art tech-
niques, with an emphasis on end-to-end (E2E) mod-
els. E2E approaches offer a distinct advantage over
traditional GMM-HMM or hybrid DNN-based sys-
tems, as they eliminate the need for a fixed lexi-
con. Given SENĆOTEN’s highly complex mor-
phology, as well as the difficulty of building an
exhaustive lexicon, E2E models are particularly
well-suited to the task. However, a major draw-
back of E2E systems is their reliance on large
datasets, which poses a significant obstacle for
low-resource languages like SENĆOTEN. To ad-
dress this, we propose two strategies: 1) ASR data
augmentation through a carefully designed text-
to-speech (TTS) synthesis pipeline, and 2) cross-
lingual transfer learning leveraging speech foun-
dation models (SFMs). Additionally, we incorpo-
rate an external n-gram language model (LM) using
either shallow fusion (Kannan et al., 2018) or n-
best rescoring (Chow and Schwartz, 1989) to make
the most of the available data.

Experiments were conducted using the
SENĆOTEN speech dataset, comprising 4 hours
of recorded audio from the “Speech Generation
for Indigenous Language Education project (Pine

et al., 2025). The results show that systems
employing cross-lingual transfer learning with
speech foundation models significantly outper-
formed conventional hybrid time-delay neural
networks (TDNNs), particularly when recognizing
unseen words not present in the training set.
Moreover, incorporating TTS-synthesized data in
ASR training and an external n-gram LM further
enhanced system performance.

This paper’s key contributions are below:

1. First comprehensive investigation of SFMs
for documenting low-resource languages:
This study represents the first systematic in-
vestigation of speech foundation models for
the development of ASR systems aimed at
supporting the documentation of Canadian In-
digenous languages. Prior research on lan-
guages such as Inuktitut (Gupta and Bou-
lianne, 2020a), Cree (Gupta and Boulianne,
2020b), and other North American Indige-
nous languages, including Hupa (Liu et al.,
2022), has predominantly employed hybrid
ASR architectures. These approaches typ-
ically demand in-depth linguistic expertise,
particularly for the careful design and se-
lection of subword units. While models
such as Wav2vec2, XLS-R and Whisper have
been explored for language documentation
tasks (Jimerson et al., 2023; Rodríguez and
Cox, 2023), including for languages like
Hupa (Jimerson et al., 2023; Venkateswaran
and Liu, 2024), Seneca (Jimerson et al., 2023)
and Oneida (Jimerson et al., 2023), our work
is the first to conduct a comprehensive inves-
tigation of pre-trained SFMs in this context.
By leveraging these models, we aim to widen
the so-called “transcription bottleneck” and
accelerate language documentation efforts.

2. First ASR-driven documentation pipeline
for the SENĆOTEN language: This work in-
troduces the first ASR-driven documentation
pipeline tailored for SENĆOTEN. To address
the challenges of limited data and high lexi-
cal variation, we adopt a two-pronged strat-
egy: ASR data augmentation via TTS and
cross-lingual transfer learning based on SFMs.
Moreover, we perform a systematic analysis
of ASR performance under more extreme con-
ditions, reducing the available training data to
as little as 10 minutes1.

1Details can be found in the Appendix.
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Figure 1: The proposed multi-stage ASR-driven pipeline to support SENĆOTEN language documentation.

3. Promising ASR performance with extended
error analysis: The top-performing sys-
tem, integrating cross-lingual transfer learn-
ing, TTS-based data augmentation and lan-
guage model fusion, achieves a word error rate
(WER) of 19.34% and a character error rate
(CER) of 5.09% on the test set with a 57.02%
out-of-vocabulary (OOV) rate. Furthermore,
by filtering out minor errors involving missing
or extraneous cedillas (¸), the WER and CER
further improve to 14.32% (26.48% on un-
seen words) and 3.45%, respectively. These
findings highlight the system’s capability to
significantly expedite the transcription pro-
cess for SENĆOTEN, providing valuable as-
sistance in efforts to revitalize the language.

The rest of the paper is organized as follows. Sec-
tion 2 outlines the proposed ASR-driven pipeline
developed to support the documentation of the
SENĆOTEN language. Section 3 details the TTS
system for synthesizing audio to augment ASR
training data. Section 4 discusses the application
of cross-lingual transfer learning based on speech
foundation models. Experimental results and anal-
ysis on the SENĆOTEN dataset are presented in
Section 5. Section 6 provides conclusions and dis-
cusses potential directions for future research.

2 ASR-Driven Pipeline for SENĆOT EN
Language Documentation

As illustrated in Figure 1, our proposed ASR-driven
pipeline for SENĆOTEN language documentation
consists of four stages, with carefully designed

procedures to maximize the usage of the available
audio and text data:
Stage 1: Train the TTS system: Parallel audio
and text data in SENĆOTEN are used to train
a custom-designed text-to-speech (TTS) system,
which will be described in detail in Section 3.
Stage 2: Generate synthesized audio via TTS:
SENĆOTEN text without accompanying audio is
fed into the trained TTS system to generate the
corresponding synthesized audio.
Stage 3: Perform cross-lingual transfer learning
on the SFM: The original parallel audio and text
data, combined with the synthesized audio from the
text-only data, are utilized to perform cross-lingual
transfer learning on the speech foundation model
(SFM), which will be outlined in Section 4.
Stage 4: Transcribe new audio with the fine-
tuned SFM: New audio in SENĆOTEN is tran-
scribed using the fine-tuned SFM, with the option
to fuse an external language model (LM) trained
on part or all of the available text data to further
improve accuracy.

3 Text-to-Speech Synthesis

Text-to-speech (TTS) synthesis has emerged as a
powerful technique for augmenting ASR training
datasets (Gokay and Yalcin, 2019), particularly in
scenarios where parallel audio and text resources
are limited. As there exists written SENĆOTEN
text without corresponding audio recordings, TTS-
generated audio can be used to augment the training
data for developing SENĆOTEN ASR systems.

To mitigate the scarcity of parallel audio & text
data in SENĆOTEN, a three-phase approach is
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adopted using the EveryVoice TTS Toolkit Pine
et al. (2022b), including 1) training a feature pre-
diction network, 2) developing a vocoder, and 3)
aligning vocoder outputs with mel-spectrograms
generated by the prediction network (i.e., vocoder
matching).

3.1 Feature Prediction Network
Building on the work of Pine et al. (2022b), the Ev-
eryVoice TTS toolkit uses a modified FastSpeech
2 (Ren et al., 2020) architecture as the feature pre-
diction network. As illustrated in Figure 2, the key
modifications are:

• Substitution of standard convolutions with
depthwise separable convolutions in both the
encoder and mel-spectrogram decoder (Pine
et al., 2022b) to enhance parameter efficiency.

• Integration of learnable speaker embeddings
(Figure 2, middle, in circled box).

• Incorporation of a decoder post-net (Figure 2,
right, in light green).

Moreover, pre-generated forced alignments are
replaced by a jointly-trained alignment mod-
ule (Badlani et al., 2022), while pitch and energy
are predicted at the phoneme level instead of the
frame level to achieve smoother prosody.

3.2 Vocoder
Since speech foundation models directly process
raw audio, ensuring high-quality waveform synthe-
sis is crucial. The vocoder, which converts inter-
mediate mel-spectrograms into waveforms, plays
a key role in this process. To this end, we utilize
HiFi-GAN (Kong et al., 2020), a widely adopted
generative adversarial network recognized for gen-
erating natural and high-quality waveforms, as the
vocoder in our TTS system.

3.3 Vocoder Matching

To mitigate the artifacts arising from limited train-
ing data, a vocoder matching strategy is employed
after the initial training of the vocoder. This process
fine-tunes the vocoder using mel-spectrograms gen-
erated by the feature prediction network as input,
aligning it with the specific characteristics of these
spectrograms to minimize discrepancies between
training and inference conditions.

4 Cross-Lingual Transfer Learning

The limited availability of SENĆOTEN data makes
it impractical to train an end-to-end (E2E) ASR sys-
tem from scratch. Alternatively, recent advances
in speech foundation models (SFMs), which are
pre-trained on large-scale datasets, offer a promis-
ing pathway for cross-lingual transfer learning in
low-resource languages like SENĆOTEN.

SFMs can be categorized into two main types:
Encoder-Based SFM: Encoder-based SFMs have
gained widespread adoption due to their ability
to convert raw audio into representations useful
for various downstream tasks. Widely recog-
nized models in this category include Wav2Vec 2.0
(Wav2Vec2) (Baevski et al., 2020), HuBERT (Hsu
et al., 2021), WavLM (Chen et al., 2022), and
Data2Vec (Baevski et al., 2022). These models em-
ploy a single encoder architecture to process audio,
with a focus on self-supervised learning from un-
labeled data. Both Wav2Vec2 and HuBERT excel
at capturing rich speech representations, which are
crucial for ASR in low-resource settings. WavLM
further improves performance by effectively mod-
eling not only speech but also environmental noise,
making it particularly robust in challenging acous-
tic conditions. Data2Vec, on the other hand, ex-
pands the applicability of these models by general-
izing the approach to multiple modalities.
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Encoder-Decoder-Based SFM: In contrast,
encoder-decoder-based SFMs integrate both an
encoder to process the input audio and a decoder
to generate transcriptions or other forms of output.
Whisper (Radford et al., 2023) is among the most
well-known models in this category. By combining
these two components, Whisper is capable of
end-to-end transcription, making it a powerful
tool for ASR tasks. Its architecture is particularly
useful for languages with limited resources, as
the encoder-decoder framework allows for more
sophisticated handling of complex linguistic
structures through cross-lingual transfer learning.

5 Experiments

5.1 Task Description

Parallel Audio & Text Data: The SENĆOTEN
speech dataset, part of the “Speech Generation
for Indigenous Language Education” project (Pine
et al., 2025), consists of about 4 hours of single-
speaker recordings. A Kaldi-based (Povey et al.,
2011) GMM-HMM system is used to estimate
emission probabilities for each utterance. 20% of
the data is then allocated as the test set based on
these estimates to ensure a balanced representation
of difficulty. After silence stripping, the training set
contains 1.7 hours and the test set 0.2 hours, with
average utterance lengths of 2.06 and 2.04 seconds,
respectively. The training set consists of 3k utter-
ances with 3.6k distinct words, while the test set
includes 0.8k utterances with 1.2k distinct words.
The average word length is 3.6 characters in both
sets. Due to SENĆOTEN’s polysynthetic nature
and stress-driven metathesis, the test set shows a
high out-of-vocabulary (OOV) rate of 57.02%.
Text-Only Data: We have permission to access
the SENĆOTEN dictionary (Montler, 2018), the
most comprehensive lexicographic resource for the
language, containing over 30k words and exam-
ple sentences. This data is text-only, with no cor-
responding audio. 27k words and sentences are
retained after filtering out overly long entries ex-
ceeding 81 characters.

5.2 Experiment Setup

Data processing: We conduct silence stripping
using SoX2 and denoise the audio with an RNN-
based denoiser3. The audio is then resampled to 16

2https://linux.die.net/man/1/sox
3https://github.com/xiph/rnnoise

kHz for ASR and 22.05 kHz for TTS development,
while words are segmented into characters.
Text-to-Speech Synthesis: The TTS system out-
lined in Section 3 is built using the EveryVoice
TTS Toolkit4. The train/test split mirrors that of the
ASR system. The modified FastSpeech2 feature
prediction network includes 4 encoder and 4 de-
coder blocks5, while HiFi-GAN in its V1 configura-
tion (Kong et al., 2020) is used as the vocoder. The
synthesized audio is automatically evaluated using
the TorchSquim (Kumar et al., 2023) model, which
provides estimates for short-time objective intel-
ligibility (STOI), perceptual evaluation of speech
quality (PESQ), scale-invariant signal-to-noise ra-
tio (SI-SNR), and mean opinion score (MOS).
Cross-lingual Transfer Learning: We utilize the
Hugging Face platform to perform cross-lingual
transfer learning with both encoder-based speech
foundation models, including Wav2Vec2, Hu-
BERT, WavLM, and Data2Vec, as well as encoder-
decoder-based models6 like Whisper. SFMs of
varying model sizes and pretraining data serve as
the starting point for this process.
Language Model Fusion: We construct two 4-
gram language models (LMs) using the KenLM
toolkit (Heafield, 2011):

• A smaller model (“small-4g”) trained exclu-
sively on the text from the training set.

• A larger model (“large-4g”) that also incor-
porates the 27k text-only SENĆOTEN sen-
tences.

The “small-4g” LM covers 3.6k words, while
the “large-4g” spans 14k. For encoder-based SFMs
(e.g., Wav2Vec2), shallow fusion (Kannan et al.,
2018) integrates the n-gram LM during decoding.
For encoder-decoder SFMs (e.g., Whisper), the LM
rescales the n-best hypothesis list.

5.3 Performance Analysis

Table 1: TTS evaluation on the SENĆOTEN test set.

Vocoder Matching STOI (↑) PESQ (↑) SI-SNR (↑) MOS (↑)

✗ 0.980 3.207 20.339 4.227
✓ 0.985 3.324 20.809 4.336

4https://github.com/EveryVoiceTTS/EveryVoice
5Both encoder and decoder blocks have a 1024-dim feed-

forward layer and two 128-dim attention heads.
6https://huggingface.co/blog/{fine-tune-wav2v

ec2-english,fine-tune-whisper}
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Table 2: Performance of cross-lingual transfer learning using SFMs with different architectures. ✗ in the "Multilin-
gual" column indicates that the SFM is pre-trained on English data only. "WER/CER" represents word/character
error rate, while "seen" and "unseen" refer to whether the test words are included in the original training data.

Sys. Model Multi-Lingual LM CER% (↓) WER% (↓)

seen unseen all

1 Wav2Vec2-random-int - - 84.36 99.94 100.00 99.96

2 Wav2Vec2-base
✗

-

10.68 36.18 65.99 49.10
3 Wav2Vec2-large 8.25 21.42 56.87 35.04

4 Wav2Vec2-xlsr-53
✓

11.23 33.48 69.13 51.44
5 Wav2Vec2-xls-r-300m 10.41 31.55 63.35 45.63
6 Wav2Vec2-xls-r-1b 6.32 14.87 55.04 27.81

7 Data2Vec-base
✗ -

14.89 40.09 78.56 60.61
8 Data2Vec-large 9.29 27.75 60.08 40.51

9 HuBERT-base
✗ -

13.34 45.15 72.04 58.61
10 HuBERT-large 12.29 44.66 69.78 56.06

11 WavLM-base
✗ -

11.70 36.18 71.27 50.71
12 WavLM-large 13.43 45.98 71.88 59.61

13 Whisper-medium-en ✗
-

7.36 15.38 57.30 28.13
14 Whisper-large-v2 ✓ 7.11 14.60 58.01 27.66

15
Wav2Vec2-xls-r-1b ✓

small-4g 6.05 12.18 57.92 25.13

16 large-4g 5.63 12.35 49.09 23.16

17
Whisper-large-v2 ✓

small-4g 6.53 11.09 60.14 25.16

18 large-4g 6.12 10.95 50.35 22.67

The evaluation of the TTS system, cross-lingual
transfer learning with SFMs, and the integration of
TTS-based data augmentation and language models
is conducted on the test set described in Section 5.1.
In this context, “seen” and “unseen” words in terms
of word error rate (WER) refer to whether the test
words were present in the original training data.

Text-to-Speech Synthesis: We evaluate the TTS
system on the SENĆOTEN test set using four met-
rics: STOI, PESQ, SI-SNR, and MOS. As indicated
in Table 1, performance improves across all four
metrics with vocoder matching. Based on this, we
use the vocoder-matched system to synthesize 27k
SENĆOTEN sentences outlined in Section 5.1, re-
sulting in approximately 11.6 hours of generated
speech for ASR data augmentation. Compared to
the 13.3-hour augmented training set, the test set
retains an OOV rate of 29.96%.

Cross-lingual Transfer Learning: Table 2 illus-
trates the results of cross-lingual transfer learning
across various speech foundation models (SFMs).
As part of an ablation study (Sys. 1), we also carry
out an additional experiment where the weights
of the Wav2Vec2-base model are randomly re-
initialized to serve as the starting point. In addition,

the top-performing encoder- and encoder-decoder-
based SFMs are further integrated with the 4-gram
LMs (Sys. 15-18).

Several insights can be drawn from Table 2: 1)
Larger SFMs do not consistently deliver better re-
sults than smaller models with similar architectures
(Sys. 12 vs. 11). 2) Although the top-performing
SFMs are pre-trained on multilingual datasets (Sys.
6, 14), they do not always outperform monolingual
models with similar structures trained solely on
English (Sys. 4-5 vs. 3). 3) Incorporating an ex-
ternal LM further boosts performance (Sys. 15-16
vs. 6 and Sys. 17-18 vs. 14), with larger LMs
providing better outcomes (Sys. 16 vs. 15, Sys.
18 vs. 17). 4) A substantial performance gap ex-
ists between words covered (“seen”) in the training
data and those that are not (“unseen”), while the
top-performing systems (Sys. 16,18) correctly tran-
scribe roughly half of the unseen words.
TTS-Based Data Augmentation: We progres-
sively incorporate TTS-synthesized data into the
cross-lingual transfer learning process of the top-
performing SFM (Table 2, Sys. 18), i.e., Whisper7.

7https://huggingface.co/openai/whisper-large
-v2
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Table 3: Performance of incorporating TTS-synthesized
data in cross-lingual transfer learning with the Whisper
model. The original training data is always included,
while “all” denotes the full 11.6-h synthesized data.

Sys. Aug.
Data LM CER% (↓) WER% (↓)

seen unseen all

1 1h

-

6.67 12.97 54.97 25.38
2 2h 6.02 12.67 51.42 23.99
3 4h 5.84 12.67 47.52 22.86
4 6h 5.72 11.34 49.79 22.56
5 8h 5.79 11.79 48.44 22.53
6 all 5.63 12.18 44.81 22.01

7 1h

small
fg

6.80 10.55 56.31 23.74
8 2h 5.82 10.95 52.41 22.82
9 4h 5.50 9.71 49.79 21.21

10 6h 5.59 9.96 50.50 21.65
11 8h 5.42 9.57 48.73 20.70
12 all 5.26 9.91 46.51 20.51

13 1h

large
fg

6.60 10.65 49.08 22.60
14 2h 5.96 10.06 49.36 22.42
15 4h 5.38 9.57 45.67 20.84
16 6h 5.18 9.22 46.60 20.44
17 8h 5.09 8.43 44.96 19.34
18 all 5.11 9.62 43.53 20.15

The augmentation begins with 1 hour of synthe-
sized data and scales up to a total of 11.6 hours. As
shown in Table 3, several trends can be observed: 1)
Incorporating TTS-synthesized data leads to ASR
performance improvements both with or without
an external LM (Sys. 1-6, 7-12, 13-18 in Table 3 vs.
Sys. 14,17,18 in Table 2), with overall WER reduc-
tions of up to 5.65% abs. (20.43% rel.) and 13.20%
abs. (22.75% rel.) on unseen words absent from
the original training set (Sys. 6 in Table 3 vs. Sys.
14 in Table 2). 2) For systems fused with the large
4-gram LM covering all text used for TTS, the in-
clusion of synthesized audio further improves ASR
performance (Sys. 13-18 in Table 3 vs. Sys. 18 in
Table 2). 3) There is a general trend of performance
convergence when 8 hours of TTS-synthesized data
are added (Sys. 5,11,17 in Table 3).

5.4 Language Documentation Support

The motivation for this project stemmed from dis-
cussions between the authors in the context of reg-
ular meetings related to a multi-year TTS research
project, described in detail in Pine et al. (2025).
ASR was not an explicit goal of the project that
brought us together, but the first author of this pa-
per has expertise in speech recognition and realized
that we had some of the requisite pieces to develop
a proof-of-concept ASR system, namely, an estab-
lished relationship with the language community in

question, pre-trained TTS models, and some mod-
est amounts of parallel text-audio data. The first
author proposed the idea, along with possible bene-
fits and risks, to members of the W

¯
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Board at a meeting for the TTS project, which was
met with enthusiasm and support leading to this
initial effort. Despite the strong results from these
initial experiments, many more steps and protocols
will be required to connect this technology with
on-the-ground language efforts.

To help us demonstrate the capabilities of this
technology, we developed an intuitive, web-based
user interface and API using the Gradio frame-
work (Abid et al., 2019) in Python. The interface,
as illustrated in Figure 3, allows users to interact
with the model by either speaking directly into
the microphone or uploading a pre-recorded audio
file. After providing the input, users can click the
“Submit” button (Figure 3, bottom, in orange) to
generate an automatic transcription, displayed in
the text box labeled “output” (Figure 3, right).

Additionally, users can select specific segments
of the audio (Figure 3, left) to view their corre-
sponding transcriptions, enabling precise analysis
of smaller portions of the recording. The “Flag”
button, located on the right, allows users to mark
an audio-transcription pair for further review, an-
notation, or reference. This functionality is partic-
ularly useful for collaborative workflows, where
flagged segments may require validation or addi-
tional context from language experts. By simplify-
ing transcription workflows, the interface stream-
lines language documentation, enabling linguists,
community members, and researchers to efficiently
process spoken language data with decreased man-
ual effort. Features like audio segmentation and
flagging support iterative transcription processes,
while the web-based design ensures accessibility
across a wide range of devices, making it well-
suited for teams working in different locations.

To safeguard the model’s privacy, the interface is
currently accessible exclusively through a private
web gateway. Future developments aim to facilitate
closer alignment with documentation and language
revitalization workflows (e.g., Cox, 2019; Adams
et al., 2021).

A closer examination of the decoded outputs
from the SENĆOTEN ASR systems reveals that
a notable portion of the errors involve missing or
extraneous cedillas (¸) which indicate either glot-
talization when following resonant or glottal stops
otherwise. Given that these errors are relatively
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Figure 3: Demonstration of the user interface designed to support SENĆOTEN language documentation.

easily correctable by a SENĆOTEN speaker, and
that the consistency of their use varies, we reassess
the ASR performance with these errors excluded.
As shown in Table 4, the system achieves an overall
WER of 14.32%, a CER of 3.45%, and a WER of
26.48% on unseen words. This demonstrates the
potential of our proposed ASR-driven pipeline to
support the documentation for SENĆOTEN.

Table 4: Performance of the top-performing SFM (Sys.
17 in Table 3), excluding errors related to cedilla (¸).

Model CER% (↓) WER% (↓)

seen unseen all

Whisper 3.45 6.88 26.48 14.32

6 Conclusion

In this paper, we proposed an ASR-driven pipeline
designed to tackle the unique challenges of docu-
menting the SENĆOTEN language, which is hin-
dered by data scarcity, substantial vocabulary vari-
ation, and phonological complexity. By incorpo-
rating augmented speech data from a TTS system,
cross-lingual transfer learning using speech foun-
dation models (SFMs), and an n-gram language
model via shallow fusion, we demonstrated the
effectiveness of our approach in improving ASR
performance for low-resource languages. Our ex-
periments on the SENĆOTEN dataset yielded a
WER of 19.34% and a CER of 5.09%, with further
improvements to a WER of 14.32% (26.48% on
unseen words) and a CER of 3.45% after mitigating
minor cedilla-related errors. These results highlight
the potential of the proposed pipeline to enhance

SENĆOTEN language documentation, offering a
valuable tool for ongoing language revitalization
efforts. Future work will focus on more linguisti-
cally oriented techniques, for example, modeling
stress-driven metathesis in SENĆOTEN.
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Appendix A Further Ablation Studies

To get an in-depth analysis of our proposed ASR-
driven documentation pipeline (Figure 1), two sets
of ablation studies are further conducted: 1) replac-
ing the end-to-end speech foundation model with
a conventional hybrid TDNN ASR system, and 2)
Reducing the training data to as little as 10 mins to
simulate ultra-low resource settings.
Hybrid TDNN Systems: The hybrid TDNN
system is constructed following the Kaldi Chain
recipe8 but with a more compact architecture fea-
turing 7 context-splicing layers with time strides of
{1, 1, 0, 3, 3, 6}. I-Vectors (Saon et al., 2013) are
incorporated while speed perturbation is omitted.
The text is transcribed into International Phonetic
Alphabet (IPA) representations using the g2p li-
brary (Pine et al., 2022a).

Table 5 reveals the following trends: 1) Using a
larger language model (LM) leads to noticeable per-
formance degradation when the additional words
in the LM lack corresponding audio in the train-
ing set (Sys. 2 vs. Sys. 1). 2) Using the small
4-gram, expanding the training set’s word coverage
with TTS-synthesized data leads to marginal perfor-
mance improvement (Sys. 3 vs. Sys. 1). However,
a substantial gain is achieved when the text used
for TTS is also included in LM training (Sys. 4 vs.
Sys. 3). 3) The top-performing SFMs (Sys. 17-
18 in Table 3) largely outperforms the best hybrid
TDNN system (Sys. 4 in Table 5 across all metrics,
showing the effectiveness of using SFMs in the
proposed ASR-driven documentation pipeline.

Table 5: Performance of hybrid TDNN system. “Data
Aug.” refers to TTS-based data augmentation. “# Hrs”
denotes the duration of the training set.

Sys. Data
Aug. # Hrs LM CER% (↓) WER% (↓)

seen unseen all

1
✗ 1.7

small-4g 19.68 18.93 100.00 46.92

2 large-4g 19.59 20.46 100.00 49.34

3
✓ 13.3

small-4g 19.72 16.67 100.00 46.23

4 large-4g 9.65 16.62 58.92 36.63

Ultra-Low Resource Scenarios: We simulate
ultra-low-resource conditions by utilizing just 10
minutes of parallel audio and text data to perform
cross-lingual transfer learning with SFMs, exclud-
ing the external LM, and assuming this limited
training data is the only available resource. As

8https://github.com/kaldi-asr/kaldi/tree/mast
er/egs/librispeech/s5

shown in Table 6, Whisper (Sys. 5-8) is more sen-
sitive to the amount of data available for transfer
learning compared to Wav2Vec2 (Sys. 1-4). This
may be attributed to differences in their architec-
tures, with Wav2Vec2 being encoder-based, while
Whisper follows an encoder-decoder structure.

Table 6: Performance of cross-lingual transfer learning
on SFMs in ultra-low resource scenarios with as little
as 10 min training data. No LM fusion is incorporated.

Sys. Model Train
Data CER% (↓) WER% (↓)

seen unseen all

1

Wav2Vec2

all 6.32 14.87 55.04 27.81
2 1h 7.54 20.15 54.99 32.92
3 30min 8.78 23.79 59.77 37.74
4 10min 12.11 34.42 67.94 50.13

5

Whisper

all 7.11 14.60 58.01 27.66
6 1h 9.13 17.36 59.94 31.17
7 30min 10.95 26.53 69.22 41.17
8 10min 21.28 43.34 82.58 63.00
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Abstract

We use 40-year-old digitalised tape-recorded
fieldwork data in Haitian Creole to train a na-
tive self-supervised learning (SSL) model of
speech representation (WAV2VEC2). We also
use a continued pre-training approach on pre-
trained SSL models of two foreign languages:
the lexifier language – French – and an un-
related language – English. We compare the
performances of these three SSL models, and
of two other foreign SSL models directly fine-
tuned, on an ASR task, where all five models
are fine-tuned on transcribed fieldwork record-
ings in Haitian Creole. Our results show the
best-performing model is the one trained using
a continued pre-training approach on the lex-
ifier language, followed by the native model.
We conclude that the ‘mobilising the archive’-
approach advocated by (Bird, 2020) is a promis-
ing way forward to design speech technologies
for new languages.

1 Introduction

Most of the so-called low-resourced languages are
often low-resourced from the perspective of com-
puter scientists only: they often have many re-
sources that were collected over the years by lin-
guists, missionaries, and generally by the commu-
nity of speakers itself (Bird, 2020). The data is
often not readily accessible (i.e. in a digitalised
format), but existent nonetheless. The question we
aim to answer in this paper is the following: how far
can we go with state-of-the-art speech processing
models using only fieldwork data? By ‘fieldwork
data’, we mean data that was not originally col-
lected to serve as training data for computational
applications (e.g. Automatic Speech Recognition,
ASR), but was collected for linguistic purposes
(e.g. to study dialectal variation). In this paper, we
focus on spoken data in Haitian Creole, consisting
of recorded interviews between linguists and their
collaborators. Haitian Creole is a French-based

Creole (i.e. French is called its lexifier language,
the language that gave Haitian Creole most of its
vocabulary (Hazael-Massieux, 2012)), spoken by
13M speakers (Simons and Fennig, 2023) in Haiti
and by the Haitian diaspora.

Most of the data we use in this paper (see Section
2) was collected 40 years ago with tape recorders
to study dialectal variation in Haitian, with a fo-
cus on lexical variations. Contrary to the clean
audiobooks commonly used to train neural models
(e.g. Librispeech, (Panayotov et al., 2015)), the data
we used is inherently noisy: reverberated, echo-y,
full of environmental noise (e.g. chickens, cars,
passers-by, etc.). Yet, this type of data represents
the majority of the data available for most of the
world languages. As collecting and transcribing
data is a costly process (Himmelmann, 2018), is
it possible to make use — as advocated by (Bird,
2020) in the ‘mobilising the archive’-approach —
of already existing (and potentially old) fieldwork
data and re-purpose them for computational appli-
cations?

1.1 Related Works
The field of speech processing for Creole languages
is relatively sparse, except for the work of (Bre-
iter, 2014) for Haitian Creole, that of (Macaire
et al., 2022; Le Ferrand et al., 2023; Le Ferrand
and Prud’hommeaux, 2024) for Guadeloupean and
Mauritian Creole, and (Gooda Sahib-Kaudeer et al.,
2019) for Mauritian Creole (with a focus on the
medical domain). Hence, speech processing for
Creole languages — whatever the lexifier language,
be it French, English, Portuguese, etc. — remains
largely unexplored.

Unrelated to Creole languages — but related to
our experimental settings — (Nowakowski et al.,
2023) explored continuous pre-training (CPT) ap-
proaches, followed by an ASR fine-tuning task for
Ainu speech recognition using old fieldwork data.
In short, CPT is a form of transfer learning which
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consists in using large quantities of unlabelled data
(i.e. raw speech) to continue to pre-train models
that were already pre-trained on another language.
However (Nowakowski et al., 2023) do not train
their models ‘on a budget’ as (i) they use 4 GPUs
and (ii) use the XLSR-53 model (Conneau et al.,
2021) which is based on WAV2VEC2-LARGE and
pre-trained on 56k hours of data, and (iii) use mul-
tilingual fine-tuning by which the ASR model is
not only trained on the target language (Ainu), but
on several languages at once (English, Japanese,
alongside Ainu). We aim for a stricter approach
that only uses fieldwork data at all steps.

1.2 Research Questions

In this work, we only assume the existence of (po-
tentially old) fieldwork data to train the models,
which corresponds to several real-world use cases:
that of field linguists documenting a language and
that have gathered a certain amount of both untran-
scribed and transcribed recordings (our case), or
that of a community of speakers that uses archival
material to build models for their language.

More precisely, the questions we tackle in this
paper are the following: (a) Would noisy, but eco-
logically valid, fieldwork data be usable to train
self-supervised learning (SSL) models of speech
(e.g. WAV2VEC2, (Baevski et al., 2020))? (b)
Should said models be trained from scratch or
should continued pre-training (CPT) (Gururangan
et al., 2020; Nowakowski et al., 2023) approaches
be used? (c) How much training data is necessary
to fine-tune the models on an ASR task? And fi-
nally, (d) given our use-cases, is it possible to train
such models ‘on a budget’? (i.e. only 1 GPU, as
having more – e.g. 64 as (Baevski et al., 2020) – is
generally impossible for laypeople).

Additionally, as we work in the context of Creole
languages, we also aim to explore the influence
of the lexifier language (as a clear case of related
languages) and (e) whether CPT be done on SSL
models of the lexifier language (e.g. French in the
case of Haitian Creole), or do models trained on an
unrelated language (e.g. say English in the case of
Haitian Creole) also work?

2 Data

ALH. We used the Atlas Linguistique d’Haïti
(Fattier, 1998), which consists of a collection of
499 audio recordings in Haitian Creole (Kreyòl ay-
isyen) collected in Haiti between 1978 and 1987

for the purpose of creating a linguistic atlas. The
recordings were originally done on audio cassettes
with tape recorders which were then digitalised
by the French National Library (Bibliothèque Na-
tionale de France, BNF) in 2010. Each recording
is on average 45 minutes long and features one
or several interviewers eliciting words or phrases
from their native collaborators. This data has been
made publically available by the BNF and is ac-
cessible on the COCOON1 platform. Although the
recordings are associated with field notebooks con-
taining partial handwritten transcriptions (phonetic
transcription at word level), these have not been
digitised (nor aligned with the recordings). As a
result, this corpus consists entirely of raw speech.
We partitioned the data set (356.3 hours) into 3
splits (train/val/test). The data was partitioned so
that the validation set would contain at least 5 hours
of data and a minimum of 2 unseen speakers, and
the test set at least 5 hours of data and a minimum
of 3 unseen speakers. We reached the following
distribution which fulfilled our constraints: train =
345.6 hours; val = 5.3 hours, 5 unseen speakers;
and test = 5.4 hours, 8 unseen speakers, the latter
being left for future work.

CNCH. The Corpus of Northern Haitian Cre-
ole2 (Valdman et al., 2015) consists of 10 recorded
interviews, conducted in Cap-Haïtien (Northern
Haiti) to study dialectal variation with regard to
standard Haitian. This corpus was entirely tran-
scribed by the linguist who collected it. How-
ever, the transcriptions used are non-standard and
impressionistic, in the sense that spelling varia-
tions deviating from the norm are used to tran-
scribe the speaker’s pronunciation more faithfully:
“Powoprens”/“Potoprens”, Port-au-Prince, the cap-
ital city of Haiti; “eskeu”/“eske”, question words;
“deu”/“de”, two; etc.). We partitioned the data set
(9.0 hours) into 3 splits (train/val/test). The data
was partitioned so that the val set would contain
at least 1 hour of data and a minimum of 1 unseen
speaker, and the test set at least 1 hour of data and a
minimum of 1 unseen speaker. We reached the fol-
lowing distribution which fulfilled our constraints:
train = 6.9 hours; val = 1.1 hours, 1 unseen speaker;
test = 1.0 hours, 2 unseen speakers.

Other data sets. The two previous data sets are
the only publicly available data sets of fieldwork
recordings in Haitian Creole. We however wish to

1https://cocoon.huma-num.fr/
2https://archive.org/details/

interview-8-ujf-107-a-ujm-107-a

41

https://cocoon.huma-num.fr/
https://archive.org/details/interview-8-ujf-107-a-ujm-107-a
https://archive.org/details/interview-8-ujf-107-a-ujm-107-a


acknowledge the existence of other data sets fea-
turing speech in Haitian Creole, which we purpose-
fully excluded during the training phase as they do
not consist of fieldwork data: the freely accessible
Haiti-CMU data set3 which features read speech
(∼ 20 hours), mainly from sections of the Bible,
which do not reflect everyday language use; and
the proprietary IARPA-Babel data set consisting
of “203 hours of Haitian Creole conversational and
scripted telephone speech" (Andrus et al., 2017).
We use both data sets to test our models on out-of-
domain data and compare them with Facebook’s
MMS model (Pratap et al., 2023). For Haiti-CMU,
we generated a test set that consists of 2 hours
of data by randomly sampling recordings; and for
IARPA-Babel we used the development set as a
test set (as it is commonly done with IARPA-Babel
data sets, as the evaluation set was kept private),
which consists of 20 hours of data.

3 Experimental Settings

Given our low-budget setting, we focus on the
WAV2VEC2-BASE architecture, thus excluding fine-
tuning a multilingual model such as XLSR-53
which is based on the LARGE architecture.

3.1 Native and Foreign-SSL Pre-Training

We use the ALH corpus to pre-train our SSL mod-
els. A voice activity detection model (Pyannote
(Bredin et al., 2020)) was used to isolate sections
corresponding to speech from surrounding noises,
resulting in 229h of spoken sections. The resulting
segments were rather short (∼ 2.3s) and unsuited to
pre-train SSL models as-is. Thus, we merged them
until the resulting concatenated segments reached
19s on average (19.4s±5.8). The WAV2VEC2 mod-
els were trained on a single GPU4 using gradient
accumulation for 16 steps (to simulate 16 GPUs)
with 16-bits floats and a maximum batch size of 5.2
minutes. All the models were implemented using
fairseq’s standard WAV2VEC2-BASE implementa-
tion and training pipeline (Ott et al., 2019). Three
models were trained:

• One model pre-trained from scratch (i.e. not
based on any existing pre-trained model):

– NATIVE -HAT-SSL+Ø : this model was
pre-trained on the ALH data and has

3http://www.speech.cs.cmu.edu/haitian/
432Gb Nvidia Tesla V100 or 45Gb Nvidia A40 depending

on availability.

never been exposed to any other lan-
guage other than Haitian (HAT) through-
out pre-training;

• Two models pre-trained using a continued pre-
training approach:

– FOREIGN-FRA-SSL+CPT: the base
model was pre-trained on a French (FRA)
(wav2vec2-FR-7K-base, pre-trained on
7k hours in French (Parcollet et al.,
2023)) and was continued pre-trained on
the ALH data;

– FOREIGN-ENG-SSL+CPT: the base
model was pre-trained on English (ENG)
(wav2vec2-base pre-trained on Lib-
rispeech 960 (Baevski et al., 2020)) and
was continued pre-trained on the ALH
data.

3.2 ASR fine-tuning

We fine-tuned our pre-trained and continued pre-
trained models on the CNCH data set. 5 models
were fine-tuned:

• Three models from models that had seen
Haitian speech in a (continued) pre-training
phase:

– NATIVE -HAT-SSL+Ø +FT: where NA-
TIVE -HAT-SSL+Ø was fine-tuned after
the pre-training phase on ALH;

– FOREIGN-FRA-SSL+CPT+FT: where
FOREIGN-FRA-SSL+CPT was fine-
tuned after the continued pre-training
phase on ALH;

– FOREIGN-ENG-SSL+CPT+FT: where
FOREIGN-ENG-SSL+CPT was fine-
tuned after the continued pre-training
phase on ALH;

• Two models from models that hadn’t seen any
Haitian speech before being fine-tuned:

– FOREIGN-FRA-SSL+Ø +FT: where the
French (wav2vec2-FR-7K-base) was di-
rectly fine-tuned.

– FOREIGN-ENG-SSL+Ø +FT: where the
English (wav2vec2-base) was directly
fine-tuned.

In order to understand the impact of the training
size on the final performance of the models, we
use different train sizes: max (360 minutes), 320,
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Table 1: Configurations that yield the best performances in terms of WER (left) and CER (right) for each type of
fine-tuned model. Rank shows the models’ rank(from 1/best to 200/worst) when WER/CER is used as sorting key.

Model Type WER ↓ CER ↓ Train Size Decoding Rank

FOREIGN-FRA-SSL+CPT+FT 36.8 21.6 320 4-gram 1
NATIVE -HAT-SSL+Ø +FT 37.4 21.5 360 (max) 3-gram 5
FOREIGN-ENG-SSL+CPT+FT 37.5 22.4 320 4-gram 6
FOREIGN-FRA-SSL+Ø +FT 42.5 24.5 360 (max) 3-gram 27
FOREIGN-ENG-SSL+Ø +FT 50.4 29.0 320 3-gram 49

Model Type WER ↓ CER ↓ Train Size Decoding Rank

FOREIGN-FRA-SSL+CPT+FT 38.2 17.1 320 Viterbi 1
NATIVE -HAT-SSL+Ø +FT 39.8 17.8 360 (max) Viterbi 3
FOREIGN-ENG-SSL+CPT+FT 40.3 18.6 360 (max) Viterbi 6
FOREIGN-FRA-SSL+Ø +FT 46.2 21.7 360 (max) Viterbi 12
FOREIGN-ENG-SSL+Ø +FT 57.1 26.6 360 (max) Viterbi 38

Table 2: Comparison between Facebook’s MMS (Pratap
et al., 2023), our best-performing model (FOREIGN-
FRA-SSL+Ø +FT) and a native model (NATIVE -HAT-
SSL+Ø +FT). For a fair comparison between models,
only Viterbi decoding was used. Note that MMS was
pre-trained on the IARPA-Babel data.

Corpus Model CER↓

CNCH
FOREIGN-FRA-SSL+CPT+FT 17.1
NATIVE -HAT-SSL+Ø +FT 17.8
MMS (Pratap et al., 2023) 28.4

Haiti-CMU
FOREIGN-FRA-SSL+CPT+FT 09.5
NATIVE -HAT-SSL+Ø +FT 11.6
MMS (Pratap et al., 2023) 07.9

IARPA-Babel
FOREIGN-FRA-SSL+CPT+FT 36.6
NATIVE -HAT-SSL+Ø +FT 38.5
MMS (Pratap et al., 2023) 34.6

160, 80, 40, 20, 10, and 5 minutes. Each train size
including the previous sizes (e.g. max ⊇ ... ⊇
10 ⊇ 5). Each model is fine-tuned for 20k steps5

with a CTC loss and the best model is selected on
the lowest WER on the validation set. To prevent
overfitting, the parameters were frozen for the first
10k steps. The text was lower-cased and diacritics
removed (due to inconsistent use).

Finally, we also train 2-to-5-gram LMs using
KenLM (Heafield, 2011), with default Kneser-Ney
discounting parameters. LMs were trained on the
transcriptions of the CNCH data set only (hence,
preserving our ‘fieldwork data’-only setting). We
trained a separate LM for each size of the training
data set (e.g. a LM trained on train-10 only uses
the text corresponding to the transcription of 10
minutes of speech), resulting in 32 different LMs
(4 n-gram sizes × 8 train sizes) that will be used
to compare raw (i.e. Viterbi) decoding and LM-
rescored decodings.

4 Results & Discussion

Results. We used the SCTK toolkit6 to
compute standard Word Error Rate (WER)
and Character Error Rate (CER). Standard

5Given how little data we have, the models quickly con-
verge and remain stable and do not evolve after 20k steps,
hence this cutoff value.

6https://github.com/usnistgov/SCTK

Viterbi decoding, and LM rescoring with
2-to-5-gram LMs was used. This resulted
in 5 fine-tuned models × 8 training sizes ×
(1 Viterbi + 4 ngram) decoding = 200 decoding
strategies. A general overview of our results is
shown in Fig.1 (for clarity, only Viterbi, and
5-gram LM rescoring is shown) and the best
configuration for each of the 5 model types is
shown in Tab. 1. A performance comparison
between Facebook’s MMS and our models is
shown in Tab. 2.

Using Fieldwork Data. Turning back to our
original research questions, our results show that
(d) it is possible to train competitive models on
a budget using a single GPU and that (a) using
fieldwork data to train SSL models of speech is ef-
fective. Despite such data being inherently noisy —
as opposed to audiobooks or broadcast speech
commonly used to train SSL models — the NA-
TIVE -HAT-SSL+Ø Haitian model we trained re-
mained very competitive compared to other ap-
proaches. This is particularly interesting in the
case of low-resourced languages, such as are most
of the French-based Creole languages spoken in
the Caribbean (Haitian, Guadeloupean, Saint Lu-
cian, etc.) or in South America (Guianan). This
means that no new data needs to be collected, but
that old tape-recorded fieldwork data, once digi-
talised, can be repurposed for this matter. This
opens an avenue for many languages of the world
to have cutting-edge speech processing models at
their disposal.

Train From Scratch or Use CPT. Now, turning
to whether we should fine-tune SSL models that
have been pre-trained from scratch or models pre-
trained using a CPT approach (b), our results show
that the CPT models show a slight advantage over
native models trained from scratch (−1.6 WER
points, and −0.7 CER points, Viterbi decoding,
using lowest CER as sorting key). However, our re-
sult show that (e) this advantage is only true when
the model used for continued finetuning is that of
the lexifier language (here, French). This advan-
tage seems to disappear when it is not the case, as
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Figure 1: (a, b) Word Error Rate (WER) and (c, d) Character Error Rate (CER, at the character level) of fine-tuned
models on an ASR task with Viterbi decoding (left) and with 5-gram LM (right) as a function of the amount of
CNCH data used for training (in minutes, from 5 to max, where max = 6.9 hours, ∼ 360 minutes).

the model fine-tuned from another language (here,
English) has generally worse performances than ei-
ther a model fine-tuned from the lexifier language
(+2.1 WER, +1.5 CER, id.) or from the native
language (+0.5 WER, +0.8 CER, id.). However,
what seems most critical is the CPT approach. The
ASR models directly fine-tuned from SSL models
(FOREIGN-SSL+Ø +FT) that have not seen any
Haitian speech in a CPT setting lag far behind (+8
WER, +4.6 CER for the French-based models, id.)
or very far behind the best model (+18.9 WER,
+9.5 CER for the English-based models, id.).

Amount of Fine-tuning Data. Turning to (c)
and the amount of data necessary to fine-tune SSL
models on an ASR task, our results show a marked
difference between three groups of models: (i)
FOREIGN-SSL+CPT+FT very robust to a reduced
amount of training data, (ii) FOREIGN-SSL+Ø
+FT not very robust to a reduced amount of data,
and (iii) NATIVE -HAT-SSL+Ø showing in be-
tween results. Using 20 minutes of data closes the
gap between (i) and (iii) while models in group (ii)
required approximately 4 times this amount of data
(80 minutes) to reach similar performances. We
hypothesise that models in group (i) benefit from
having seen more speech altogether, as they were
pre-trained in their respective language (French or
English), have seen Haitian data in the CPT phase,
and were further fine-tuned, which could explain
why they are more robust.

Viterbi or LM Decoding. Finally, we observed

mixed results with the use of LMs for decod-
ing. While they do not significantly improve (nor
hurt) the NATIVE -HAT-SSL+Ø +FT or FOREIGN-
SSL+CPT+FT models, they significantly improved
the WER scores of the FOREIGN-SSL+Ø +FT

(Fig. 1a and 1b): e.g. −10 WER with a 5-gram
LM for FOREIGN-ENG-SSL+Ø +FT model fine-
tuned with 40 minutes of data. Hence, when no pre-
training data is available and that foreign models
can only be directly fine-tuned, using LM-rescoring
is indispensable. However, it seems that using LMs,
while improving WER scores, comes at the expense
of higher CERs (Fig. 1c and 1d); which hints at
the fact that while there are more words accurately
transcribed, the others are less well transcribed re-
sulting in a higher CERs.

Comparison with MMS. Tab. 2 shows a com-
parison of the performances between our models
and Facebook’s MMS (Pratap et al., 2023) model
with the Haitian adapter. To ensure a fair compar-
ison, only Viterbi decoding was used. MMS ob-
tains better scores (−1.6 CER for Haiti-CMU, and
−2 CER for IARPA-Babel) compared to our best-
performing model FOREIGN-FRA-SSL+CPT+FT

(though, the comparison is not entirely fair, as
MMS was pre-trained on the IARPA-Babel data).
However, both FOREIGN-FRA-SSL+CPT+FT and
NATIVE -HAT-SSL+Ø +FT obtain better CERs
than MMS on fieldwork data (−11.3 and −10.6
respectively). This shows that our models are very
competitive compared to MMS, particularly given
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the fact that MMS was pre-trained on 491k hours
of data and fine-tuned 44.7k hours of labelled data
(including roughly 20 hours of Haitian). In con-
trast, our models are pre-trained on 340 hours of
data and fined-tune on less than 6 hours of data.
It also shows that using fieldwork recordings does
not hinder zero-shot adaptation to out-of-domain
(i.e. non-fieldwork) data, contrary to MMS which
performs much worse on out-of-domain fieldwork
data.

5 Limitations and Future Work

In this paper, we focused on exploring the validity
of using fieldwork data to pre-train self-supervised
models to ultimately fine-tune ASR models from
them (extrinsic evaluation), but have left aside the
study of the pre-trained models and representations
themselves (intrinsic evaluation). In future works,
we wish to use an ABX task (Schatz et al., 2013) to
compare the latent representations and their trans-
fer at the phoneme level. This would help us gain
more insight into the performances of our models.
The data we use for continued pre-trained was col-
lected 40 years ago, and the language between that
time and now has evolved (e.g. its phonology, etc.).
Hence, the question of the impact of the diachronic
shift and how to measure it is open. Finally, our
results show that 350 hours of fieldwork record-
ings is enough to pre-train a native SSL model and
obtain competitive results when fine-tuned on an
ASR task. Yet, such a treasure trove with as many
recording hours might not exist for all languages:
the question of the minimal amount of fieldwork
data to use is open.

6 Conclusion

In this work, we used 40-years old digitalised tape-
recorded fieldwork data in Haitian to train SSL
models. We trained a native SSL model, and also
used a CPT approach on pre-trained SSL models
of the lexifier language (French) and of an unre-
lated language (English), which we fine-tuned on
another data set of fieldwork recordings on an ASR
task. We obtained competitive results and showed
that the best model is the pre-trained model of the
lexifier language with CPT on Haitian fieldwork
recordings, followed by the native SSL model, ob-
taining close results. Hence, when no model of the
lexifier language is available, it is still worth train-
ing a native model with fieldwork data. Being able
to train a native model is all the most important,

as a native model might be a matter of self-pride
to the speaker community, as opposed to a model
derived from the lexifier language, generally that
of the former colonising power.

Contrary to the work of (Nowakowski et al.,
2023), ours is the first that demonstrates the feasi-
bility of training SSL models using only fieldwork
recordings, and their usability on downstream tasks,
such as ASR. This methodology opens an avenue
for many languages of the world to have cutting-
edge speech-processing models at their disposal,
by digitalising recordings collected decades ago.
Hence, the ‘mobilising the archive’-approach advo-
cated by (Bird, 2020) constitutes a promising way
forward.

The best-performing foreign & native models
will be made public, along with the scripts used to
format the data.
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Abstract
This paper reports methods and results from a
participatory design workshop aimed at evalu-
ating the use of speech synthesis and text-to-
speech for Ojibwe language education. Using
an existing text-to-speech feature as a starting
point, we worked with two groups of Ojibwe
language instructors using a guided trial of the
speech synthesis system and a two hour semi-
structured workshop with the aim of creating
a lesson plan that utilizes text-to-speech. We
highlight the insights from this work, both in
how to design and deliver speech synthesis sys-
tems for Indigenous language education, but
also how to approach and design such a work-
shop to ensure a fruitful discourse.

1 Introduction

Ojibwe is a North American Indigenous language
in the Algonquian family known in different re-
gions as Anishinaabemowin, Nishnaabemwin and
Ojibwemowin. It is spoken in both the US and
Canada, with 25,440 speakers recorded in the 2021
Canadian Census (Statistics Canada, 2023). Colo-
nial policies like the residential school system
aimed to force assimilation through means such as
reduced use of the language and separation of chil-
dren from their families (Truth and Reconciliation
Commission of Canada, 2015). Because of this,
the Ojibwe speaker population is characterized by
a high average age of L1 speakers and a parent gen-
eration who may understand the language but do
not primarily speak it to their children (UNESCO,
2010).

In addition to its effects on language use within
families, the lack of L1 speakers in the current
parent generation also means many instructors of
Ojibwe are as much learners of the language as
they are teachers (Engman and Hermes, 2021). Be-
cause not all families are able to support students’
language learning at home, students rely heavily on
their teachers and peers in the classroom to prac-
tice the language, thus limiting their exposure to

the language in other contexts and environments.
Combined with the unique position of teachers
as teacher-learners, the task of teaching Ojibwe
poses challenges beyond what is typical of second-
language learning.

One way to address this issue is through the
development of synthetic text-to-speech (TTS) sys-
tems which can act as an audio supplement to ex-
isting text-based tools like verb conjugators, dictio-
naries, and phrasebooks (Pine et al., 2024). Cur-
rently, there are 70 Indigenous languages spoken
throughout Canada, but only a handful of exist-
ing TTS systems (e.g. Harrigan et al., 2019; Pine
et al., 2022; Conrad, 2020; Hammerly et al., 2023).
Low-resource languages face challenges in the de-
velopment of TTS due to a limited number of fluent
speakers and these speakers having limited time to
record data for training. Pine et al. (2024) also iden-
tifies challenges in the evaluation of Indigenous
TTS systems—a small L1 population means there
might not be a large enough sample to contribute to
a meaningful and generalizable quantitative evalua-
tion of the synthetic speech system. While efforts
to create TTS systems have been successful, not
much work has been done to investigate how lan-
guage communities are using these TTS systems,
and whether the intended benefits can be enjoyed.

The goal of the current study is therefore to an-
swer the following research questions:

1. What are the strengths and limitations of our
existing Ojibwe TTS feature?

2. What are teachers’ priorities when approach-
ing new tools in educational technology like
TTS?

These questions address the present and the future
of developing TTS for Ojibwe and other Indige-
nous languages. Exploring the strengths and limita-
tions of TTS can help us troubleshoot existing prob-
lems, while understanding teachers’ priorities when
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using TTS in their teaching can help researchers
and developers focus their improvements on the
needs of the community. Observing how teachers
interact with unfamiliar technology and understand-
ing the strengths of TTS can give researchers and
developers insight into what the barriers to usage
are currently, and how usage of new technology
can be encouraged in the future.

2 The current Ojibwe Text-to-Speech
Feature

Hammerly et al. (2023) describes the development
of a TTS synthesis system for Border Lakes Ojibwe
that is being deployed on the Anishinaabemodaa
web-based language learning platform produced by
teams at the Seven Generations Education Institute,
SayItFirst, CultureFoundry, and the University of
British Columbia. Only users with “teacher” pro-
files are given access to the TTS feature, delivered
as a standalone webpage independent of the other
learning materials on the platform. The webpage
(Figure 1) includes a text box for users to input text,
a button to generate speech labelled "Speak!", and
an audio clip once the “Speak!” button is clicked.
Users can play the audio clip on the webpage or
download the clip to use in different learning ma-
terials by clicking the three dots next to the audio
clip to reveal a drop down menu.

As detailed in the Hammerly et al. (2023) paper,
this standalone TTS feature was intended for teach-
ers to use to generate audio files that can be sped up,
slowed down or downloaded for offline use. It was
also planned for teachers to be able generate their
own materials and integrate the audio into games
like a flashcard activity. Despite this resource be-
ing available to teachers, surveys and consultation
conducted by CultureFoundry found that teachers
were not using this resource, nor were they aware
of it. We aim to understand why this feature has
not yet seen widespread use on the platform.

3 Participatory Design and Indigenous
Research Methods

Pine et al. (2024) highlighted the need for synthetic
speech systems to be developed through collabo-
ration with their respective language communities
to avoid ethical issues in consent, data collection
and usage. To ensure adequate community engage-
ment and consultation in the development of our
TTS tool, we seek to use participant-centred re-
search methods to facilitate collaboration between

teachers of Ojibwe, researchers and developers.

Participant-centred research methods position
participants as the subject matter expert, a role tra-
ditionally held by the researcher (Zelenko et al.,
2021; Flaskerud and Anderson, 1999). Participa-
tory design (PD) or co-design is most commonly
used in human-computer interaction (HCI) research
as a way for users of computer technology to partic-
ipate in its development, with the goal of aligning
these tools with the practice and beliefs of the users
(Hansen et al., 2019). It is often used to develop
educational technology, inviting students, parents
and teachers to contribute to the design process
(Roschelle et al., 2006; Lin and Van Brummelen,
2021). While co-design focuses on creating and
reporting on a tangible finished product, PD often
requires the reinterpretation of the design outcomes
to understand users’ needs and values (Lim et al.,
2008). Outcomes of PD can include intangible
products like knowledge of current practice, new
practices and visions for the future on top of the
tangible product or prototype (Hansen et al., 2019).

PD research involving Indigenous communities
place a strong emphasis on establishing a warm
and welcoming environment for participants, giv-
ing participants time to build rapport, begin friendly
dialogue, and get to know each other on a per-
sonal level (Parsons et al., 2016). This empha-
sis can be seen in researchers designating a sepa-
rate workshop session for this purpose (Barcham,
2023), or spending considerable preparation time
on building trust before formal data collection be-
gins (Woodward and Marrfurra McTaggart, 2016).
While participant-centred research methods have al-
ways put the spotlight on participants’ voices with
minimal input from the researcher (Zelenko et al.,
2021), Indigenous co-design practices appear to
be characterised by a disproportionately long du-
ration of time dedicated solely to rapport-building,
relative to formal data collection. Additionally, Par-
sons et al. (2016) recommend Indigenous co-design
workshops conform to culturally appropriate ways
of interacting, incorporate traditional practices in
the workshop, and tie research to relevant cultural
priorities.

This study is concerned with the evaluation and
improvement of an EdTech tool, typical of HCI
research, while also understanding the need to be
respectful and sensitive of the cultural context sur-
rounding the development of the tool. We aim to
combine practices from both HCI and Indigenous
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Figure 1: Screenshot of current Ojibwe text-to-speech feature on the Anishinaabemodaa platform

PD research to approach the design process as a
vehicle for inquiry rather than simply a means to
create a tangible end product.

4 Method

A single-session participatory design workshop
was conducted with two groups of teachers who use
the Anishinaabemodaa language learning platform
as part of their instruction. Participants first com-
pleted a pre-workshop questionnaire and guided
trial of the TTS feature on the Anishinaabemodaa
language learning platform. The workshop in-
volved the creation of a lesson plan that includes
the use of the TTS feature and aimed to explore the
capabilities and limitations of the feature through
active engagement with it. Each workshop session
lasted approximately two hours. All procedures
were approved by the UBC Office of Research
Ethics.

4.1 Participants
All five teachers who participated in the study have
had contact with CultureFoundry due to their in-
volvement with the Anishinaabemodaa language
learning platform and were recruited through Cul-
tureFoundry’s mailing list. Two workshop sessions
were run, first with a group of three, then a group of
two. The participants were between the ages 25 and
55 and all participants were female. Their years
of experience with Ojibwe ranged from two to 51,
while their years of experience teaching Ojibwe
ranged from one to eight. Participants were lo-
cated in Northwestern Ontario, the Greater Toronto
Area and Wisconsin. All participants considered
themselves learners as well as teachers of the lan-
guage, and were encouraged to draw from their
unique teacher-learner perspective throughout the

workshop. The participants were grouped by their
availability to participate in the workshop, and the
group size was limited to three participants to en-
sure enough opportunity for everyone’s ideas to be
heard. Participants were paid CAD $50 per hour
for their time.

4.2 Materials

4.2.1 Pre-Workshop Materials
The pre-workshop questionnaire (see Appendix A
for the full set of questions) was hosted on Qualtrics
and consisted of five parts: (1) a consent form, (2)
a demographic questionnaire, (3) a guided trial
of the TTS feature, (4) a general user-experience
questionnaire and (5) a brainstorm area for partic-
ipants to write down initial ideas they might have
for the lesson planning activity in the workshop.
The questionnaire was sent to participants prior to
the workshop.

The guided trial of the TTS feature consisted of
six tasks, each task prompted participants to enter
a different type of text input into the TTS feature
and share their first impressions. The types of text
input include: (1) one word, (2) one sentence, (3)
one paragraph, (4) one question, (5) sentences that
convey different emotions, and (6) any other text
input they would like to try.

Each task was structured in the same way: the
participants were first prompted to try entering one
type of text into the TTS feature, then, they were to
type out the text input they chose, listen to the syn-
thetic speech output generated by the TTS feature,
and rate how accurate, natural and contextually ap-
propriate the speech sounded on four-point Likert
scales. In the final two tasks, participants had the
option to try out additional phrases, sentences or
paragraphs and report their thoughts in more detail
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in an open-ended text box. The purpose of this
guided trial was to ensure participants had inter-
acted with the TTS feature in a meaningful way,
and had an opportunity to discover the capabilities
and limitations of the TTS feature on their own
terms prior to involvement from other participants
and the researchers.

4.2.2 Workshop Materials
The workshop was hosted on Zoom and the White-
board feature was used for collaboration between
participants. The Whiteboard was set up prior to
the session with four different areas (Figure 2),
moving from one area to the next as the workshop
progresses. The first is a brainstorm area framed by
a white square where participants can add “sticky
notes” with their ideas on how to incorporate the
TTS feature into a lesson or resource. Prior to the
workshop, sticky notes with ideas that were previ-
ously suggested in the brainstorm portion of the
pre-workshop activity were placed onto the brain-
storm area on the Whiteboard. The second is the
sorting area which included three rectangles la-
belled “Let’s discuss this!”, “Maybe discuss these
if we have time” and “Save for another day”. Par-
ticipants were expected to move their sticky notes
and sort each idea into one of these three boxes.
The third area included three examples of built-
in templates that can be used for lesson planning.
There are many templates to choose from on Zoom
Whiteboard, this sample template area was meant
to give suggestions but not limit what participants
eventually chose to use in lesson planning. The
fourth area was the lesson planning area, used to
create the lesson plan or resource together to reach
a final product.

To guide participants through the introduction
and discussions, a PowerPoint presentation with a
progress bar was created. The same progress bar
was included on the Zoom Whiteboard.

4.3 Workshop Design

The two-hour long workshop sessions were
planned as described below, but we were flexible
with our approach and did not follow it strictly.
Changes in plans are addressed in Section 8, and
full details of workshop plans, design, goals and
time management are included in Appendix B.

Each workshop started with a Welcome presen-
tation and self-introduction activity to help partic-
ipants warm up and build rapport. This was fol-
lowed by a brainstorm task for participants to share

their ideas on how to incorporate the TTS feature
into a lesson plan. Sorting tasks were planned for
participants to parse through these ideas but these
tasks were skipped, and participants directly identi-
fied one idea to develop further. This led into the
design of a full lesson plan from the idea that was
chosen and wrapped up with a workshop debrief
and reflection.

5 Workshop Products

Through workshop discussions and activities, par-
ticipants in the two workshop sessions created the
following lesson plans to incorporate the TTS fea-
ture into their teaching.

Group 1 designed a make-your-own phrasebook
activity where students would create their own
customizable digital phrasebook. Teachers would
model to students how to add new phrases they
come across in daily life to the digital phrasebook
in text and audio form and encourage usage of this
phrasebook outside the classroom. The audio clip
would be created with the TTS feature. The full
lesson plan and additional ideas from Group 1 are
included in Appendix C.

Group 2 designed a make-your-own flashcards
activity. Teachers would model to students how
to create digital flashcards. Students are meant
to listen to audio clips of target words or phrases
repeatedly and practice their pronunciation at home.
When ready, they can record themselves saying
these words and phrases, and embed the audio clips
onto the flashcards. This activity can double as an
oral assessment. The full lesson plan and additional
ideas from Group 2 are included in Appendix D.

6 Synthetic Voice Quality

The pre-workshop questionnaire revealed a number
of interesting results. There is a consensus between
participants that while the TTS feature does not
produce speech that sounds contextually appropri-
ate the pronunciation of specific words and phrases
are accurate. Pre-workshop questions on whether
participants believed the synthetic speech sounded
accurate received 11 responses rated "Strongly
Agree", 8 rated "Agree" and 1 rated "Disagree"
(See Appendix A for full results). Participant 4
further highlighted in a questionnaire response: "I
tried the glottal sounds and a few other different
sounds we have that are unique (different from En-
glish) [. . . ] and all were pronounced correctly."
In regards to the TTS system’s ability to differ-
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Figure 2: Zoom Whiteboard set up including a progress bar, brainstorm area, sorting area and lesson planning area

entiate between similar sounds, Participant 4 also
suggested in a questionnaire response that the TTS
feature would be a good tool to demonstrate how
misspelling leads to a change in morphemes and
results in words that look similar but are different
in meaning. They give the example of the first per-
son suffix -yaan versus the second person suffix
-yan, which differ only in vowel length, so are fre-
quently confused. This accuracy makes it possible
for students to use the TTS feature as a secondary
resource for speaking and listening practice. Stu-
dents need as many reference points for the lan-
guage as they can get and it is important for them
to "hear a voice other than [their teachers’]" (Par-
ticipant 2). However, because the synthetic speech
lacks natural rhythm and tone modulation (Partici-
pant 5 on questionnaire), the feature is better used
for pronunciation practice than conversation prac-
tice.

7 Teachers’ Priorities

We identify four priorities based on direct feed-
back on the TTS feature and language learning plat-
form provided by participants on the pre-workshop
Qualtrics questionnaire, workshop discussions, par-
ticipants’ approach to the lesson planning task and
additional responses to personal reflection ques-
tions.

7.1 Representation

Participants appreciated that the TTS feature and
the synthetic speech used across the online learning
platform ‘can allow students to hear the language
from a voice other than [theirs]’ (Participant 2) be-
cause a lot of their students come from families
who do not speak the language at home, remark-
ing that ‘even though it is synthetic it does sound
spot on’ (Participant 4). However, when asked how
to make the feature more culturally relevant to its
potential users, participants across both workshops

suggested the inclusion of different voice options,
as there is currently only one voice of a middle-
aged male behind the synthetic speech output. Par-
ticipants highlighted the importance of having a
female voice on the feature:

• ‘It is important for kids to hear female voices
and know that men aren’t the only speakers
[of Ojibwe], there are great female speakers
out there as well.’ (P4)

• ‘There might be some trauma with men, so if
they have a voice they felt comfortable with,
that might be [a good] option as well.’ (P5)

Choice and autonomy are key to recovery from
trauma related to gender-based violence (Elliott
et al., 2005), and having the option of a female
synthetic voice would support that.

The importance of having a younger voice on
the feature was also highlighted:

• ‘It would be amazing for young folks to hear
the language spoken accurately by a young
sounding speaker, not necessarily culturally
relevant but definitely more relevant to young
people.’ (P3)

• ‘My kids know on fun days I play TV
shows dubbed over in Anishinaabemowin like
Spongebob or Scooby Doo, and they always
think it’s hilarious that the voices are much
older than the characters they are portraying.
In high school we talk about why that is, and
it’s obviously a serious concern that so many
of our fluent speakers are getting so old.’ (P2)

• ‘A kid voice would be more engaging, espe-
cially since there is only one voice on the
language learning platform’ (P2)

Finally, participants suggested synthetic speech
as a means to preserve the voices of elders, say-
ing, ‘We’re losing our elders and we will lose their
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voices as well’ (P5). Participant 5 gave the exam-
ple of a feature on the Ojibwe People’s Dictionary
which allows you to choose between voices of dif-
ferent elders when playing recordings of words by
clicking on the elder’s initials, as a great way to
add more voice options and pay tribute to important
members of the community.

7.2 Accessibility

Participants’ concern with access was three-fold:
the TTS feature should be more accessible on the
app, the interface should include accessible lan-
guage and user-friendly buttons, and there was gen-
eral concern for access to technology in rural areas.

Currently, the TTS feature is only made available
to teachers and it takes four clicks to reach the inter-
face from the home page. Furthermore, awareness
of the feature among teachers is limited. Partici-
pants expressed that it was through this workshop
that they first heard of the feature. Just knowing
that the feature is available and understanding what
it is for would be huge steps in increasing access
and usage. Additionally, specific parts of the TTS
feature like the download, slow down and speed
up functions are hard to locate. Participants appre-
ciated these functions when told about them, but
crucially needed to be told explicitly about their
existence and where to access them.

When asked to complete a guided TTS trial in
their own time prior to the workshop, participants
reflected that there was a learning curve and using
the TTS feature was not an intuitive experience.
There is a button on the TTS interface labelled
“Speak!” under the text box to indicate that the user
is telling the TTS program to speak, but several par-
ticipants thought this was an instruction for them
to speak to the TTS feature and record their own
voice. Participant 2 suggested this label should be
replaced with the phrase “Generate Speech” which
is more straightforward and tells users exactly what
the button does. In trying to avoid technical lan-
guage or jargon to make tools more user-friendly,
the actual meaning of the instruction might be lost
and have the opposite effect to the accessibility that
word choice was intended to achieve.

Brief interactions with the TTS feature before
the workshop already revealed several barriers to
access. Participants who worked in rural school
districts brought up barriers to access in terms of
internet connection and access to a device at home
as an additional hurdle. This makes it difficult for

students to access the benefits of using the TTS fea-
ture at home, such as aiding in independent study
and practicing the language in private. Along with
the lack of exposure to devices at home comes with
an unfamiliarity towards educational technology in
general, meaning the learning curve for these stu-
dents would be steeper than those who have been
using all sorts of technology in their learning across
different subjects. Certain rural school districts
limit access to the online platform to only high
school students because the technology is too hard
to use, thus widening the gap in access to Ojibwe
language learning resources between students in
rural and urban school districts.

Because access to internet is an issue, Partici-
pants 4 and 5 particularly expressed their apprecia-
tion for the download function of the TTS feature,
as it can be used to create offline multimodal re-
sources.

7.3 Encouraging Language Usage

Encouraging usage of the Ojibwe language itself as
well as the resources for language learning emerged
as a priority for teachers. Participant 3 approached
her teaching based on the idea that “The only wrong
way to speak your language is to not speak it at
all." This means getting students to engage with
the language as much as possible regardless of how
accurate or “good” they are. Participants liked
that the TTS feature offers students a chance to
practice their pronunciation independently at home
by listening to the audio clips and copying the
sounds. This is especially key as some students’
families do not speak the language, and they rely on
their teacher and lesson time to practice interactive
language-use.

Another barrier to increasing language-use is stu-
dents getting self-conscious. Participant 5 offers
students the option to take their oral assessments
or activities to a private room to complete indepen-
dently, which does help students feel more comfort-
able, but might not be conducive to the maximized
language exposure needed for effective language
acquisition (Matusevych et al., 2017). The TTS
feature can help these students gain exposure to
the language without opening themselves up to the
social anxiety of speaking to a figure of authority
like a teacher, elder, or older family member.

In the lesson plans created by both groups, the
first part of the lessons involved the teacher directly
modelling how to use the technology. This suggests
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the first barrier teachers and students face when be-
ing introduced to new tools is always the simple
question of "How do I use this?" Following ini-
tial instruction, participants across both workshops
had a plan for encouraging habitual usage of the re-
source built into their lesson plans. The participants
in the first workshop session included a plan to add
their phrasebook to the class’ daily routine. Par-
ticipant 3 suggested incorporating this phrasebook
into her class’ existing word-of-the-day routine—
asking students to record these phrases and words
in their phrasebook, while also reminding them to
use the phrasebook throughout the day. Both the
phrasebook and flashcard activities were designed
in a way that allows students to continuously add
to the resources created, with the goal of helping
students build the habit of language learning in
their day-to-day lives, outside of school, creating
"a living document of [the students’] learning" (P2).
These considerations are in line with Indigenous
views that learning is “a life-long, self-directed
process of experiencing, processing and reshaping
existing knowledge,” (English, 2008), without the
distinction between adult-learning and K-12 educa-
tion typical of Western conventions. The priority of
encouraging language-use is perhaps a reflection of
cultural values held by teachers of Ojibwe, as well
as a desire to document and revitalize the language.

Encouraging language usage means involving
families and community members so students can
practice the language in different contexts. Both
workshop products included an element of allow-
ing students to take their work home and show their
parents as a way to help parents learn the language
alongside their children. The phrasebook or flash-
cards created can be as much a resource for parents
as it is for students, and students are encouraged to
continually add to these resources outside of school,
which can be a bonding activity for families.

Participant 2 also mentioned how other teachers
in her school who do not speak or teach Ojibwe
have expressed the desire to learn a few words in
Ojibwe to use with the students so they can hear the
language from more people and in more contexts.
Participant 2 suggested that the TTS feature would
be a great resource for these teachers to practice
and look up the pronunciation of certain words
they had forgotten, making it easier for them to be
a part of the community. This benefit can also be
extended to teacher-learners of Ojibwe who are not
completely fluent in the language.

7.4 Inclusion

The inclusive education framework Universal De-
sign for Learning (UDL; CAST 2024) encourages
teachers to create multimodal resources that offer
multiple means of representation so students with
a range of needs can access the same lesson in dif-
ferent ways. For instance, an audio clip next to a
chunk of text would help students who have dif-
ficulty reading understand the content and having
both modalities would be helpful for all L2 learners
regardless of their needs. Participant 1 said teach-
ers are "constantly recording [themselves] to create
materials" for their classes, and Participant 5 was
delighted to find out about the download button,
commenting, "I know what I’ll be playing with this
evening!" The download function of the TTS fea-
ture makes something that teachers were already
doing more convenient, so it is easy for them to
integrate this standalone feature into their existing
teaching practices.

Multimodality was heavily considered in the de-
sign of the first group’s lesson plan, not only in the
inclusion of both audio and text, but also in adding
cross-curricular elements like having students cre-
ate a customized background for their phrasebook
so the phrasebook feels like their own or a themed
background to match the content. Participant 2
suggested that a student interested in basketball
phrases can decorate their page with basketball
drawings. Participants prioritized offering students
a comprehensive learning experience that does not
stop at the text and the language itself, and can ben-
efit a range of students who might prefer to learn
in different ways.

UDL (CAST, 2024) also calls for multiple means
of expression, meaning teachers should offer dif-
ferent assessment pathways for the same content
to cater to diverse needs. Participants in the second
workshop session highlighted challenges faced by
teachers in providing accommodations and modifi-
cations for students in a school subject lacking in
standard resources and practices, especially since
creating custom materials adds to teachers’ work-
load. Efforts to differentiate are often covert, de-
signed so students are unaware of it. For one mod-
ule, Participant 4 offered three different modes of
assessment, one of which was a Kahoot quiz that
appeared to be a lighthearted and interactive ac-
tivity for the whole class, but actually assessed
students who struggled with plain text. Such con-
siderations were apparent in this group’s lesson
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plan, which involved students creating multimodal
flashcards with text and audio clips of students’
own voice recordings made after practicing pronun-
ciation with the TTS feature. This activity offers
teachers the opportunity to assess students orally,
while also being a hands-on activity students can
enjoy without feeling like they are being assessed.

There is a need to differentiate because a number
of students struggle with language learning, even
with English. Participants 4 and 5 raised concern
about Ojibwe being the harder language, and hav-
ing to learn it as L2 when students’ L1 English
abilities are not up to grade level is particularly
challenging. For these students, the greatest barrier
to using the TTS feature is in the feature’s adher-
ence to the standard Double Vowel orthography,
which they report is not taught in certain school dis-
tricts. This indicates a broader problem of literacy
in Ojibwe and English, rather than an issue with
the TTS feature design per se. However, the TTS
itself can be a useful tool for those struggling to
read a given text, since students could use the TTS
feature to listen while reading along to a passage to
aid in their comprehension. Participant 5 wrote in
a questionnaire response, “I would think many stu-
dents who are not strong in English language will
have difficulty as they would also not have a strong
grasp of Ojibwe words. The words need to be in
front of them to be able to type it in properly and be
able to identify the word. Without having the prop-
erly spelled words in front of you, if you misspell
the word, [the TTS feature] does not correct it.”
Moving forward, one direction for our work could
be to integrate a spell-checking mechanism into the
TTS input, which could correct deviations from the
standard orthography. We could also explore the
possibility of expanding to other writing systems
in the language such as syllabics.

8 Lessons Learned

8.1 Building trust and rapport is as much a
priority as meeting the aims of the study

The emphasis on rapport and trust building in In-
digenous participatory design research is reflected
in our flexible approach to the workshop design—
not intentionally allotting too much time to un-
structured chatting in our plans, but allowing con-
versations to run as long as participants felt com-
fortable doing so. In line with practices in other
EdTech participatory design workshops (Lin and
Van Brummelen, 2021), the first workshop session

we held started with a formal welcome presenta-
tion where the goal of our research was discussed,
so participants and researchers were on the same
page. Participants listened with their microphones
muted throughout the presentation, until they were
prompted to introduce themselves. There were
questions on a PowerPoint presentation slide pro-
viding suggestions to guide their introductions, and
the facilitator introduced herself with those same
questions first to give participants time to prepare.
These questions included a mix of personal, pro-
fessional and lighthearted, fun questions. For a
more reserved group like this one, having these
questions might help participants warm up without
overwhelming them.

In the second workshop session, despite never
having met, the participants dove into an open dis-
cussion on the challenges faced by teachers in their
communities before the formal welcome presen-
tation. Insights shared in this unstructured time
were incredibly valuable, and we believe that un-
prompted comments gave the best representation
teachers’ priorities. This went on for over 30 min-
utes before the workshop started as planned.

The rapport-building portions of these two ses-
sions of the workshop went differently, yet both
were beneficial for their respective groups and fit
the personalities of the participants. It is important
for researchers to anticipate and hold space for both
possibilities. Helping participants balance open-
endedness and freedom to speak with the pressure
of having to come up with new ideas on the spot is
the facilitator’s job during the workshop and should
be heavily considered in workshop plans as well.

In addition to prioritizing rapport-building, Par-
ticipant 1 reflected that simple yet explicit mention
that "This is a safe space," was already helpful in
making her feel more comfortable. Encouragement
and positive feedback throughout the workshop can
also contribute to this welcoming environment, but
feedback should be kept non-specific so as to not
influence participants’ opinions.

The benefits of rapport-building and interactive
workshops can be seen in our study. Culture-
Foundry regularly solicits feedback on the Anishi-
naabemodaa language-learning platform, but this
workshop process has helped teachers generate new
ideas on how the platform can be improved. The
participants in this TTS-focused study had lots of
additional ideas for the language-learning platform
in general, which suggests the collaborative inquiry
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done in this study can be further extended to other
EdTech tools and platforms in the future.

8.2 Role reversal in researcher-participant
dynamics

The role reversal between researchers and partici-
pants in participant-centered research design means
researchers can afford to be more flexible in their
study design.

Researchers are trained to be precise in their
methods, focusing on sensitivity and validity in
their experimental design in order to elicit a mean-
ingful outcome in data analysis (Lipsey and Hurley,
2009). Along with this mindset comes research
anxiety, referring to how researchers can feel pres-
sured throughout the research process to design
methods, collect data and analyze results in a way
that is publishable (Cooper et al., 2023).

In the case of the current study, we had discus-
sion questions prepared for the workshop debrief
and reflection as a way to guide the conversation
towards being relevant to our research questions.
However, in the second workshop, the participants
started speaking freely, independent of any input
from the facilitator, and had already addressed the
research questions before the workshop formally
started. In addition, we had designed a sorting task
to prompt participants to consider and explain their
decision-making in greater depth. Both groups
opted not to participate in the sorting task and
moved straight to choosing an idea to further de-
velop. Because of how willing participants were to
share their thoughts and expertise without prompt-
ing, the sorting task likely would not have added
any more depth to the conversation. In retrospect,
the inclusion of this task was intended as a way
for researchers to feel confident in the richness of
the data collected. Unlike most scientific research,
changing the methods and being flexible did not
impact the quality of the data in this study. Teach-
ers who are passionate about their work will tell
you what their priorities are without prompting.

In research where the participants are consulted
for their expertise, researchers should approach the
design in an exploratory manner, which might go
against their training but will ultimately be reward-
ing. While helping participants feel as though they
can trust the researchers is key to effective collab-
oration, here, we see how that trust can go both
ways.

9 Conclusion

The goal of this study was to understand the priori-
ties of teacher-learners of Ojibwe when approach-
ing new tools in EdTech like this text-to-speech
feature, and this was achieved through the pre-
workshop activity, the workshop itself, lesson plans
generated, and post-workshop interview. Partici-
pants cared about how well the synthetic speech
represented their community, how easily the fea-
ture can be accessed, how they can encourage their
students to use the language and the tools available,
as well as how the TTS feature can be used to aid
in inclusion.

We were also interested in the strengths and lim-
itations of our existing Ojibwe TTS feature for the
purpose of improving it for its users. Feedback
provided by teacher-learner participants exposed
gaps between what developers of the online plat-
form and teachers understand as “accessible”. This
highlights where more work needs to be done in
consultation of teachers or users of new digital
tools in order to better serve the community. Addi-
tionally, an area in which representation is lacking
on the online platform was revealed in our use of
a single synthetic voice. However, there is great
potential in how the TTS feature can be improved
and used. It is possible to use synthetic speech as a
document of the different voices in the community.
The feature can also be useful in its ability to help
teachers create multimodal resources conveniently
and involve more of the community in supporting
students who are developing their language skills.

Limitations

As is common for research on low-resource lan-
guages, there was a limited pool of possible par-
ticipants who were available to participate in this
research and this was reflected in our small sam-
ple size of five. This workshop was lengthy and
required a time commitment of at least three hours
as well as access to a computer and internet con-
nection. This proved difficult for some of our par-
ticipants but our workshop plans were kept open
and flexible in anticipation of these challenges.

Similar workshops in the past often involved
multiple sessions, with one independent rapport-
building session. For the purpose of this limited
project focusing on a simple TTS feature, the
choice to do one session was appropriate as we
were mindful of challenges in recruitment, but par-
ticipants did have much to share and the session
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could have run for longer if not for time constraints.
The choice to conduct the workshop on Zoom

was due to logistical reasons, with participants
spread out across Ontario and one participant in
Wisconsin, while the researchers were based in
Vancouver, BC. As much as possible, this kind of
research should be conducted in-person as it would
be beneficial for rapport-building and communica-
tion. It would also be much easier to run a lesson
plan creation workshop with sticky notes, pen, pa-
per and other physical materials than a blank digital
space like the Zoom Whiteboard which participants
were unfamiliar with and found difficult to use.
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A Qualtrics Questionnaire

Welcome to our research study evaluating the quality of an Ojibwe text-to-speech feature. This question-
naire will include some demographic questions, followed by a guided trial of the text-to-speech feature on
the Anishinaabemodaa - Waking Up Ojibwe language learning platform. Be sure have this questionnaire
and the text-to-speech feature open on your screen at the same time so you can follow along. At the end
of the questionnaire, you will be asked to give some ideas on how to incorporate the text-to-speech feature
into your instruction, or some ways you can use it as a learner. The questionnaire should not take more
than an hour. Thank you for your time!

A.1 Demographic Questions
1. What is your current age?

2. At what age did you start learning Ojibwe?

3. How long have you been teaching Ojibwe?

4. Would you consider yourself a learner of the language alongside being an instructor? (Yes/No)

Read each “I can...” statement and think about which answer best describes where you are in your usage
of Ojibwe (Likert Scale: “Not Yet”, “Rarely”, “Sometimes”, “Mostly”, “Always”)

1. I can sound out individual words

2. I can accurately spell individual words

3. I can initiate a conversation and stay on topic

4. I can recognize individual words when listening to elders speak

5. I can understand whole sentences when listening to elders speak

6. I can understand what elders say and I am able to identify the main idea

A.2 Text-to-Speech Guided Trial
The following guided trial of the text-to-speech feature will involve entering five different kinds of text
into the text-to-speech system, and evaluating the synthetic speech output. You will be asked to record
what you entered into the system and share your impressions of the output. The questions will ask you to
input one of each type of text, but you are encouraged to experiment with more than one word, phrase or
sentence; be sure to record all of them in the text box. You can use words, phrases and paragraphs from
textbooks or any existing media, but feel free to come up with your own ideas and other kinds of text
input we have not listed. There will be an opportunity for you to record anything else you have tried at the
end of the guided trial.

Question 1a: Try entering one word into the text-to-speech system, write down what you entered in the
text box below: [text box]
Question 1b: To what extent do you agree with the following (Likert Scale: Strongly Disagree, Disagree,
Agree, Strongly Agree, N/A):

• The word was sounded out accurately

• The tone of voice was contextually appropriate

Question 2a: Try entering one sentence with at least three words into the text-to-speech system, write
down what you entered in the text box below: [text box]
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Question 2b: To what extent do you agree with the following (Likert Scale: Strongly Disagree, Disagree,
Agree, Strongly Agree, N/A):

• The words were sounded out accurately

• The tone of voice was contextually appropriate

• The transitions between words sounded natural

Question 3a: Try entering one paragraph with at least three sentences into the text-to-speech system, write
down what you entered in the text box below: [text box]
Question 3b: To what extent do you agree with the following (Likert Scale: Strongly Disagree, Disagree,
Agree, Strongly Agree, N/A):

• The words were sounded out accurately

• The tone of voice was contextually appropriate

• The transitions between words sounded natural

• The transitions between sentences sounded natural

Question 4a: Try entering one question into the text-to-speech system, include a question mark in your
input, write down what you entered in the text box below: [text box]
Question 4b: To what extent do you agree with the following (Likert Scale: Strongly Disagree, Disagree,
Agree, Strongly Agree, N/A):

• The words were sounded out accurately

• The tone of voice was contextually appropriate

• The transitions between words sounded natural

Question 5a: Try entering sentences that convey different emotions into the text-to-speech system, write
down all sentences you entered in the text box below: [text box]
Question 5b: To what extent do you agree with the following (Likert Scale: Strongly Disagree, Disagree,
Agree, Strongly Agree, N/A):

• The words were sounded out accurately

• The tone of voice was contextually appropriate

• The transitions between words sounded natural

Question 6: Please share anything you found interesting from trying out the different sentences. Did the
results meet your expectations? Was there anything you found surprising? [text box]
Question 7a: Feel free to experiment with the text-to-speech feature and come up with new ideas to enter
into the system. Write down what you entered in the text box below: [text box]
Question 7b: Please share any interesting observations or insights from your additional experiments: [text
box]

A.3 User Experience Questions
To what extent do you agree with the following statements (Likert Scale: Strongly Disagree, Somewhat
Disagree, Somewhat Agree, Strongly Agree)?

1. The text-to-speech feature is easily accessible on the platform

2. The text-to-speech feature is easy for a new user to navigate with no prior knowledge of the feature
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3. The text-to-speech feature is easy to use

4. The text-to-speech feature is able to generate synthetic speech output in a timely manner

5. I can hear the synthetic speech output clearly

6. I can understand the synthetic speech output clearly

7. Organization of information on the screen is clear and easy to follow

8. The text-to-speech feature can be useful for individuals seeking to improve their general fluency in
Ojibwe

Please share any other first impressions from interacting with the text-to-speech feature that you would
like to highlight. Were there any results that were unexpected or surprising? [text box]

A.4 Lesson Plan Ideas
We are interested in new and innovative ways to use the text-to-speech feature. Please use the following
space to write down between three and five ideas you have on how to incorporate the text-to-speech feature
into an existing or new lesson activity, OR how you might use this feature as a learner of the language.
You will be expected to share these ideas with other teacher participants during the co-design workshop.
[text box]
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A.5 Guided Trial Response Summary Table
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A.6 User Experience Questions Response Summary Table
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B Workshop Design Details

Activity Duration Goal Additional details
Welcome and
introductions

15-20
minutes

Warm up and build
rapport

Land acknowledgment; explanation of the
research and what to expect during workshop;
encourage participants to think out loud and
talk through decision making. Participants
introduced themselves in Ojibwe, sharing spirit
name and connection with the language.

Secondary
brainstorm

10-15
minutes

Additional
opportunity to share
ideas, perhaps ones
inspired by others

Facilitator modelled how to add sticky notes to
Whiteboard. Participants encouraged to look
through existing ideas to further develop or
combine them, and add brand new ideas to
populate the area with more sticky notes.
Participants also interacted with each other
through sticky notes

Sorting 5-10
minutes

Consider the factors
that inform their
decision making
when using new
technology in
teaching

Participants prompted to sort sticky notes into
three different areas on the Whiteboard labelled
“Let’s discuss this!”, “Maybe discuss if we
have time” and “Save for another day”.
Participants in both workshop sessions did not
participate in this activity.

Choosing an
idea from
“Let’s discuss
this!”

5-10
minutes

Consider factors that
inform decision
making when using
new technology in
teaching

Participants asked to choose an idea out of the
ones sorted into “Let’s discuss this!” to create a
lesson plan out of. Participants in both
workshop sessions chose an idea directly from
the brainstorm area.

Develop lesson
plan

15-20
minutes

Reveal teachers’
priorities in applying
TTS to pedagogical
contexts

A blank space was set up on Zoom Whiteboard
for participants to take notes and create lesson
plan. They were given as much time as needed
to collaborate. The facilitator supported
participants in using the technology when
needed.

Workshop
debrief

10-15
minutes

Gain extra feedback
on the TTS feature in
an applied context

Questions: (1) How feasible is it to run this
lesson/ activity? (2) What are some possible
logistical barriers you might run into? (3) What
do you hope students will gain from this lesson/
activity? (4) Do you think students would enjoy
the lesson?

Personal
reflection

10-15
minutes

Reflect on workshop,
bring specific
personal and
professional
experiences into the
conversation,
additional opportunity
for feedback on the
TTS feature

Questions: (1) How did you find the workshop?
What did you learn? (2) What are some
unexpected challenges you came across during
the planning process? (3) Is there anything you
would do differently if you participated in this
workshop again? (4) Does your perspective on
the learning platform and TTS feature change
when you consider different parts of your
identity? (5) How can TTS be made culturally
relevant to you? (6) What would you like to see
us change, improve or build for the app and the
TTS feature?
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C Group 1 Workshop Product

D Group 2 Workshop Product

Brainstorm Area

Lesson Planthis would definitely be
a good tool to teach

how misspelling leads
to morphemes-words
that are similar but so
different in meaning.

 ie) the difference of
asking how I/you are

feeling is a typical mistake
that some students make
that can lead a person to

be confused. Example-
aniiin ezhi-ayaayaan? vs.

anion ezhi-ayaayan?

It would be really useful if
students could say a word

and the program could
write it for them. I know

this would be difficult but it
would be so useful for our
students that have dyslexia

or other reading
challenges.

Text to speech
vocabulary list

for each
module

Flashcards with
consistent

pictures and
audio to match
with the target

word

Create quizlet,
blooket and kahoot

to coinscide with
each module

Create units which
feature  units of

study in which the
vocabulary could be

used: ie. animals,
family, emotions,

classroom items, etc.

Use Canva to create
flashcards and imbed

the text to speech, this
is able to be printed or

shared in the
classroom as a
presentation

Have a flashcard
feature with the
graphics so we
can print off for

home study

Creating the resource:
•  
•  

•  

Go into each module, find vocabulary list
Copy and paste pictures for each vocabulary word onto the Canva
presentation
Add audio clip onto the presentation

In-class teaching:
Whole class demonstration, go through all the words, allow students to
practice (listen to the audio and sound the words out themselves, try as
many times as they need/ want)

Potential student involvement:
•  

•  

•  

•  

Teach students how to create their own Canva flashcards/
presentations
Students can listen to the audio generated by the text-to-speech
feature to hear how the word is pronounced, then record themselves
saying the word and embed it onto the presentation
The activity can be used as an oral assessment for students who need
that differentiation
Students can take their work home and show it to their parents, they
can learn both the language and how to use different technology at
the same time

Frame 1 Frame 5
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Abstract

Approximate search is a valuable component of
online dictionaries for learners, allowing them
to find words even when they have not fully
mastered the orthography or cannot reliably
perceive phonemic differences in the language.
However, evaluating the performance of dif-
ferent approximate search algorithms remains
difficult in the absence of real user queries. We
detail several methods for generating synthetic
queries representing various user personas. We
then compare the performance of several search
algorithms on both real and synthetic queries
in two Indigenous languages, SENĆOTEN and
Michif, that are phonologically and morpholog-
ically very different from English.

1 Introduction

Online dictionaries are one of the most commonly
used and important tools in language revitalization
and reclamation programs (Anderson, 2020; Leav-
itt, 2023; Lyon et al., 2023). For under-resourced
languages, online dictionaries are very often the
only lexical resource available to learners in a com-
munity where no print dictionary has ever been
compiled or published. For authoritative monolin-
gual dictionaries, such as the Oxford English Dic-
tionary, users are assumed to be fluent and literate
in the language of the dictionary. The same expec-
tations of users of bilingual dictionaries and phrase-
books in language revitalization contexts cannot
be made. Users of bilingual dictionaries are of-
ten learners, and trying to harness the power of
an online dictionary can present learners with an
unwelcome paradox: they may wish to look up a
word in the dictionary in order to learn it and/or
verify the spelling, but in order to look it up in a
dictionary with only an exact-match search algo-
rithm, they already need to know exactly how to
spell it. This can lead to a Catch-22, particularly
with complex writing systems for which keyboard

input systems are less standardized or easily avail-
able. For these reasons, it is extremely important in
a language learning context that users can benefit
from fuzzy search algorithms that accommodate
anticipated errors or idiosyncratic spellings.

Despite the importance of online dictionaries
in language revitalization, they remain resource-
intensive endeavours that are often the first project
that communities and scholars start and the last one
to be completed (Sear and Turin, 2021; Schreyer
and Turin, 2023). Compiling lexicographic data,
let alone managing and maintaining software, web-
sites and mobile apps all present significant techni-
cal hurdles (Trotter et al., 2023). On top of these
requirements, building a language-specific approx-
imate search algorithm is also a significant chal-
lenge. In some cases, language models already
exist for the language in question and can be ap-
plied to provide morphologically-aware search re-
sults (Johnson et al., 2013; Arppe et al., 2021).
Alternatively, Littell et al. (2017) describe soft-
ware that allows users to define language spe-
cific phonologically-aware approximate search al-
gorithms. Originally published under the name
Waldayu, the software was generalized and re-
named ‘Mother Tongues Dictionaries’ (MTD) in
2018. MTD is a Python library and collection of
visualization frameworks that, given the MTD data
specification, allows users to create online dictio-
naries (web, Android, iOS) from a potentially het-
erogeneous set of data (i.e., a spreadsheet, JSON
file, and XML file). In addition to the data wran-
gling and visualization capabilities of the library,
it also allows users to customize an approximate
search algorithm based on weighted or unweighted
edit distances. MTD has been used to develop
online dictionaries for dozens of Indigenous lan-
guages around the world including in Canada, the
US, and Japan.

Since 2017, the MTD search algorithm has been
updated to allow multi-word, multi-field search,
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and to also include a multi-field variant of the
BM25 ranking algorithm (Zaragoza et al., 2004)
as a secondary score in addition to edit distance.
Impressionistically, and through gathering infor-
mal user feedback, we believe that the changes to
the MTD search algorithm have led to improved
search results, although this has not been formally
investigated. Part of the difficulty in evaluating
approximate search is that a corpus of common
misspellings or otherwise plausible queries does
not exist for the Indigenous languages that we are
working with. In this paper, we demonstrate a vari-
ety of techniques for generating plausible queries
that can be applied to other written and unwrit-
ten languages. We then apply these techniques
to dictionary data in the SENĆOTEN and Michif
languages and show that the recent updates to the
MTD search algorithm provide improvements for
each type of query generation strategy that we test.
We believe the query generation techniques that we
describe could be applied to other languages and
used in other contexts to help evaluate approximate
search algorithms.

2 Methodology

2.1 Data

To investigate a variety of approximate search al-
gorithms, we apply our proposed query generation
techniques to two lexical resources from two dif-
ferent languages; SENĆOTEN and Michif.

2.1.1 SENĆOTEN Dictionary

The SENĆOTEN language is a Salish language
spoken traditionally in the territories of the
W
¯

SÁNEĆ people. Contemporary revitalization
efforts were catalyzed by the late Dave Elliott
Sr., who developed the SENĆOTEN orthogra-
phy which is still the standard used by the com-
munity. The SENĆOTEN dictionary (Montler,
2018) is the largest lexicographic resource avail-
able for the SENĆOTEN language, and contains
over 30 000 words and example sentences. From
an approximate search perspective, the language is
particularly challenging given its rich and complex
phoneme inventory. The language has 36 different
consonants with phonemic contrasts between ve-
lar and uvular consonants as well as rounding and
glottalization. These contrasts are all represented
in the orthography, often only with small diacritical
changes to indicate them, as illustrated in Table 1.

K
¯

/q/ Ḱ /qw/ K /q’/

K /qw’/ Q /kw’/ C/ /kw/

Table 1: A subset of the SENĆOTEN consonant inven-
tory illustrating how uvular/velar, rounding, and glottal-
ization contrasts are encoded in the orthography. This
phonological richness presents a challenge for learners
when searching in the dictionary.

2.1.2 Michif Dictionary
Southern Michif is one of three language varieties
spoken by the Métis (Bakker, 1997; Sammons,
2019). It is a contact language combining ele-
ments from Algonquian languages—Plains Cree
and the Saulteaux dialect of Ojibwe—with Métis
French. Traditionally, it has been written with a
mixture of English and French spelling conven-
tions, notably as seen in the Turtle Mountain Dic-
tionary (Laverdure et al., 1983) and its recent dig-
ital version (Souter et al., 2024b). More recently
there has been an effort to further develop and use
the Southern Michif Learners Orthography which
is based on a double-vowel system similar to that
used for Ojibwe. It has its roots in the work done
initially by the late Rita Flamand of Camperville,
Manitoba with later input from Robert Papen. Fur-
ther refinement was carried out by a number of
learners. And, after reflection on the early work
of Ida Rose Allard, a decision was made to use
one special symbol, ñ, to mark nasalization of pre-
ceding vowels in order to help support accurate
pronunciation.

The Southern Michif for Learners website
(Souter et al., 2024a) includes an extensive set of il-
lustrated phrases and words with audio recordings,
used with permission here.

2.2 Evaluation
To evaluate the performance of our search strate-
gies we employ the use of mean reciprocal rank
(MRR). MRR is a measure for evaluating the order
of results given a query. Concretely for our use
case, if we type a query and the dictionary entry we
intended to find is ranked first in the search results
then it has a reciprocal rank of 1 (which denotes
the best possible score); however if the expected
entry does not rank at all in the search results then
the reciprocal rank is 0 (which denotes the worst
possible score). If the expected dictionary entry
appears as the second result, it would have a recip-
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rocal rank of 1
2 (and 1

3 if it appeared as the third
result, etc). The mean reciprocal rank is then the
mean of each reciprocal rank for each query that
we evaluate.

More formally, we calculate MRR as
1
|Q|

∑|Q|
i=1

1
ri

where Q is a set of queries and
ri is the rank of the expected entry from the
dictionary for the i-th query. So, in order to
calculate this metric, we need a set of queries Q
and a corresponding set of expected dictionary
entries E.

One can imagine obtaining Q from actual
queries logged from an online dictionary - the ex-
pected dictionary entries E could also then be ob-
tained by asking users to select the entry they were
looking for if it appeared in their search results.
This approach is somewhat noisy though, and more
importantly, is incompatible with the privacy terms
of the dictionaries we use. As a rule, we do not
log open user input since even when this informa-
tion is anonymized, there is no guarantee that users
will not input de-anonymized or sensitive search
terms (e.g., searching for one’s own name or other
identifying features). Furthermore, these dictio-
naries often operate entirely offline which would
complicate our ability to record these results.

Instead, this paper presents eight methods for
approximating user queries given a set of dictio-
nary entries. Since some of our methods are time-
consuming, we limit our evaluation to a randomly-
sampled 50-word subset from each dictionary. That
is, we apply each of the eight methods discussed
in the following section to a randomly sampled
subset of the dictionaries. We then use mean re-
ciprocal rank to evaluate how robust the search
algorithms discussed in §3 are with respect to the
approximated user queries.

Our approach here has the simplifying assump-
tion that there is only one expected entry for any
given generated query. In reality, there are often
multiple relevant entries given a query, for example
morphologically related words or matches found
in other fields related to the main entry (e.g., an
example sentence). If we were able to accurately
identify all relevant entries in the dictionary for a
particular query, we might instead have considered
evaluating using mean average precision.

2.3 Generating queries
To help guide the creation of our query generation
functions, we borrow descriptions of likely users
from Littell et al. (2017). The sections 2.3.1 to

2.3.4 describe a variety of different types of users
and our corresponding query generation techniques.
To further approximate the types of queries made
by a learner, we consider additional approaches to
query generation in sections 2.3.5 to 2.3.8.

2.3.1 Users who can distinguish phonemes but
do not always know the orthographic
conventions

In order to generate queries for this category of
user, the first and second authors hand-transcribed
words in the target language by listening to audio
of those words. Both transcribers were familiar
with the sound systems of the languages they were
transcribing, but were not speakers, and had not had
any instruction in the language or its writing system.
They simply listened to the audio with headphones
and transcribed what they heard using the (non-
IPA) keyboard available to them. Both transcribers
are first-language English speakers who also speak
French and have formal training in linguistics.

2.3.2 Users who know the orthography, but
cannot reliably discern certain
phonemes

We approach query generation for this category
of user as a data corruption task. We target spe-
cific classes of graphemes and phonemes that we
expect to be challenging for our users to distin-
guish (i.e., the velar/uvular contrast in SENĆOT
EN). We then randomly corrupt up to N = 3 of
these phonemes’ related graphemes with another
confusable from the same class, for example swap-
ping out Ḱ (/qw/) for K (/qw’/) in SENĆOTEN or
ñ (indicating nasalization on the preceding vowel)
for n (/n/) in Michif.

2.3.3 Users without access to a keyboard
We assume this category of user to be able to accu-
rately identify and discern phonemes in the target
language, and to also be familiar with the target
language’s writing system, but to be unable to type
due to the unavailability of a Unicode input system
on their device. This is less of an issue for Michif,
but for SENĆOTEN there are many specialized
Unicode characters and diacritics used in the writ-
ing system, and typing in the language requires
installing a language-specific keyboard (Chase and
Borland, 2022).

To approximate the type of user queries expected
when such a keyboard is not installed, we trans-
form each non-ASCII character to its closest ASCII
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equivalent. We do this by performing NFD Uni-
code normalization, removing any diacritics in the
range U+0300 to U+036F, and then applying the
Unidecode1 library to the resulting text.

2.3.4 Users who know an alternative
orthography

For this class of user queries, we generate queries
for Michif in the Turtle Mountain Dictionary
(TMD) orthography, an alternate orthography to
the one used in the Michif dictionary in this study.
SENĆOTEN has historically had multiple orthogra-
phies, including an Americanist phonetic represen-
tation and the Bouchard practical orthography (see
Turner and Hebda (2012, p. 155)). These orthogra-
phies are not in standard use by the community and
while they might still be used in some queries of the
SENĆOTEN dictionary, it would be uncommon,
and we do not include them.

2.3.5 IPA-based query generation
The vast majority of users of the SENĆOTEN dic-
tionary are first-language English speakers. This
is similar for Michif except in some cases users
might speak French as a first language. This query
generation technique seeks to approximate a query
by mapping it through the International Phonetic
Alphabet (IPA) to a query language such as En-
glish.

First, we use a rule-based grapheme-to-phoneme
(G2P) library (Pine et al., 2022) to derive the IPA
pronunciation form of a given word in the dictio-
nary. We then use PanPhon (Mortensen et al., 2016)
to map from the IPA symbols in the target language,
to the closest English IPA equivalents. For Michif,
we also map to the closest French IPA equivalents
for comparison, since speakers of that language are
more likely to speak French as a first language.

Finally, we train two sequence-to-sequence
Transformer based models using the DeepPhonem-
izer2 software. We train an English system using
a reversed IPA version of the CMU pronunciation
dictionary3 to predict IPA from English graphemes,
and we train a French system in the same way using
the WikiPronunciation dictionary4. In both cases
we keep the default hyperparameter settings and
train until convergence (140k steps for English with

1https://pypi.org/project/Unidecode/
2https://github.com/as-ideas/DeepPhonemizer
3https://github.com/open-dict-data/ipa-dict
4https://github.com/DanielSWolf/

wiki-pronunciation-dict

a 12% character error rate (CER), and 1700k steps
for French with a 10% CER).

We release our English5 and French6 phoneme-
to-grapheme models publicly. For generating
plausible English or French queries from another
language, a method of turning graphemes into
phonemes in the target language would be required.
For generating plausible queries in a language
other than English or French, a similar phoneme-to-
grapheme model in that language would also have
to be trained.

2.3.6 LLM-based query generation
We also consider the use of Large Language Mod-
els (LLM) as naive transcribers of the languages in
question. We use ollama and the publicly available
‘llama3’ model. For the Michif prompts, we ask
the question ‘The following is a list transcriptions
of words in the Michif language. How would you
write these words using only the English or French
orthography?’ and for SENĆOTEN we prompt it
to only write the words using the English orthogra-
phy. We then provide the list of IPA transcriptions
of Michif or SENĆOTEN words and record the re-
sults. Like the previously described method, adapt-
ing this approach for other languages would also
require providing the LLM with a pronunciation
form of the words in question.

2.3.7 Audio-based query approximation
(ASR)

Instead of approximating user queries through a
transformation of the original text, we also con-
sider approximating user queries by decoding the
original audio using automatic speech recognition
(ASR) models. To mimic how a user of the dictio-
nary ‘with English ears’ might transcribe a word,
we decode audio corresponding to a given query
with the pre-trained wav2vec2-base-960h model7.
Importantly, we use a greedy decoder that is not
constrained by a language model, so the model will
decode the audio into characters in the English or-
thography, but will allow for non-English words to
be decoded. While the Michif dictionary had audio
available for each of the 50 words that were sam-
pled, the SENĆOTEN did not, so we synthesized
the audio using the SENĆOTEN speech synthesis
model described in Pine et al. (2025).

5https://bit.ly/eng-p2g-model
6https://bit.ly/fra-p2g-model
7https://huggingface.co/facebook/

wav2vec2-base-960h

68

https://pypi.org/project/Unidecode/
https://github.com/as-ideas/DeepPhonemizer
https://github.com/open-dict-data/ipa-dict
https://github.com/DanielSWolf/wiki-pronunciation-dict
https://github.com/DanielSWolf/wiki-pronunciation-dict
https://bit.ly/eng-p2g-model
https://bit.ly/fra-p2g-model
https://huggingface.co/facebook/wav2vec2-base-960h
https://huggingface.co/facebook/wav2vec2-base-960h


2.3.8 Teacher-curated queries
It is difficult to draw any conclusions from artifi-
cially generated queries. Part of the problem is
that for each word in the dictionary, there are many
ways to misspell it. So, we cannot know if the
ways our query generation techniques have mis-
spelled these terms are similar to the way the target
audience of these dictionaries will misspell them.

To help corroborate the results seen among our
query generation techniques, the third, fifth and
sixth authors, who have experience in teaching
Michif and SENĆOTEN and are familiar with com-
mon misspellings from students, compiled a list of
common misspellings for each of the words in the
50-word subsets of the Michif and SENĆOTEN
dictionaries.

2.4 Examples and CERs of each technique

In Table 2 we show the result of applying each
method to one of the words in each dictionary.

Query Type Michif SENĆOTEN
Original pashikook NEW

¯
SPETTENEK

¯IPA p2SIko:k n@xwsp@s”t@́n@q
Human (§2.3.1) peshkop nuhuhspahstanak
Phon. (§2.3.2) pawshiihkok NEW

¯
SPETTENEK

ASCII (§2.3.3) pashikook NEWSPETTENEK
P2Eng (§2.3.5) puchikouk neckspothtinick
P2Fra (§2.3.5) péchecauque nekspestenek
LLM (§2.3.6) Pashikotak Nexwspetheniq
ASR (§2.3.7) PUSHCOG NOSPASTANA
Teacher (§2.3.8) pashikohk NEW

¯
SPESTENEK

¯

Table 2: An example of how a sample word in each dic-
tionary is transformed by each query generation method.
Each example here is the raw output from each query
generation method (i.e., prior to case normalization).

As mentioned in §2.2, to generate our test set,
we randomly sample a 50-word subset from each
dictionary. We then apply each proposed query
generation method to the 50-word test set. In Table
3 we report the character error rate (CER) between
the generated queries and the original terms. Note
that this is not an evaluation of the query genera-
tion technique (which we cannot do without data
of actual misspelled words and a model of their
distribution), rather it is just meant to be an indi-
cation of how much the generated queries deviate
from the original terms. A higher CER indicates
an increased difficulty for the task of approximate
search, but not necessarily a less valid or less plau-
sible query.

Across the board, our query generation tech-
niques incurred higher CERs in SENĆOTEN than

Query Type Michif SENĆOTEN
Human (§2.3.1) 0.37 1.38
Phon. (§2.3.2) 0.52 0.27
ASCII (§2.3.3) 0.01 0.30
P2Eng (§2.3.5) 0.43 1.18
LLM (§2.3.6) 0.34 1.01
ASR (§2.3.7) 0.59 0.81
Teacher (§2.3.8) 0.40 0.29

Table 3: Query generation Methods and their Character
Error Rates (CER). CERs in terms of the character edit
distance between the words generated by the query gen-
eration method, and the terms in the dictionary they are
meant to approximate.

they did for Michif. For example, the ASCII query
generation technique (§2.3.3) incurs a 30% CER
for SENĆOTEN but only a 1% CER for Michif. In
other words, for SENĆOTEN, non-ASCII charac-
ters make up 30% of the characters in our 50-word
set, whereas they only make up 1% of the charac-
ters in our set for Michif.

2.5 Adapting to other languages
Beyond evaluating the recent changes to the MTD
search algorithm, part of the goal of this paper is
to provide query generation techniques that can
be applied to languages other than SENĆOTEN
and Michif. Table 4 shows the data or models
required to implement each technique, since some
techniques require only audio and some techniques
require text, or an available grapheme-to-phoneme
library for the language in question.

Query Type G2P Audio Text
Human (§2.3.1) ✗ ✓ ✗

Phon. (§2.3.2) ✗ ✗ ✓

ASCII (§2.3.3) ✗ ✗ ✓

P2Eng (§2.3.5) ✓ ✗ ✓

LLM (§2.3.6) ✓ ✗ ✓

ASR (§2.3.7) ✗ ✓ ✗

Table 4: Query generation Methods and their require-
ments. ‘G2P’ indicates that the method requires a
grapheme-to-phoneme engine to be adapted to a new
language.

3 Search Algorithms

Following Littell et al. (2017) we compare results
using both an unweighted Levenshtein edit distance
ULev and a weighted Levenshtein edit distance
WLev. The unweighted Levenshtein edit distance
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between two strings X and Y is equal to the num-
ber of single-character edits (additions, deletions,
substitutions) required to change X into Y . By
comparison, the weighted Levenshtein edit distance
allows edits to be weighted differently, for example
allowing substitutions involving commonly con-
fused characters to accrue a lesser penalty. We
used the hand-written substitution weights that
have been in use for the dictionaries already.

In addition to ranking results based on edit dis-
tance, the most recent version of the MTD search
engine also applies a secondary ranking based on
a weighted multi-field variant of BM25 (Zaragoza
et al., 2004); a language agnostic ranking function
based on the inverse document frequency of the
query. Therefore, in addition to evaluating the dif-
ference between weighted and unweighted edit dis-
tance, we also report the effect of including BM25
as a secondary score. Although MTD is capable of
handling multi-word queries and indexing multiple
fields, for the purposes of this evaluation we limit
ourselves to single word queries and only search
based on a single field in the dictionary entries.
The MTD search engine also allows for optional
stemming when creating the inverted index used
in searching, as well as some basic normalization
functions including case and Unicode normaliza-
tion and the removal of punctuation. These config-
urations result in the same normalization processes
being applied to each term in the inverted index and
to each query. For the purposes of this paper we do
not configure a stemmer, but we do apply both case
and Unicode normalization to all of the queries and
to each term in the inverted indices built by MTD.

4 Results

To evaluate the approximate search algorithms de-
scribed in §3, we randomly sample 50 words from
each of the dictionaries. We then apply each of our
query generation techniques to the random 50-word
sample sets for both languages and compute the
mean reciprocal rank (MRR) for the queries gener-
ated by each technique. We present our results in
Table 6 on the following page.

As expected, given the wide range of CERs for
our various query generation techniques, there is
also a wide range of results and the relationship
between CER and MRR appears roughly inverse.
For example the P2Eng (§2.3.5) technique, which
had a CER of 1.18, only receives a MRR of 0.07 in
the best system for SENĆOTEN while the ASCII

system for Michif had a 0.01 CER and resulted in
a MRR of 0.96 in the best systems.

The addition of BM25 results in MRR improve-
ments across all query generation strategies for
both weighted and unweighted edit distance. We
also see improvements to the MRR when BM25
is included for unmodified queries. That is, when
we pass the original word unchanged as the query,
we see improvements of +0.09 MRR for SENĆOT
EN and +0.15 MRR for Michif as well as improve-
ments among all query generation techniques. We
believe that this is sufficient for justifying the use
of an approximate search strategy that is combined
with BM25, like the one found in MTD.

To weight or not to weight The difference be-
tween weighted and unweighted edit distance is
less clear than the improvements seen with the ad-
dition of BM25. In Table 5 we compare the results
when prompting the LLM to produce either English
or French outputs, as well as mapping through
English or French pronunciation forms for the
phoneme-to-grapheme based technique (§2.3.5).
Unexpectedly, the results from the English LLM
and P2Eng methods do not seem to show a strong
difference between weighted and unweighted edit
distances whereas we see a stronger improvement
for the generated ‘French’ queries using an un-
weighted edit distance. Since the Michif dictio-
nary substitution weights were written by a first-
language English speaker who works primarily
with English-speaking students, the pattern that
we see here could be the result of linguistic bias
in the substitution weights, which could be either
desirable or undesirable depending on the target au-
dience for the dictionary. In this case, it is possible
that the weights are resulting in worse performance
for French-influenced queries, since the weights
were created with an English speaking audience

MRR ↑
Query Type MTDw MTDu

P2Eng 0.39 0.41
P2Fra 0.18 0.38
LLM Eng 0.66 0.65
LLM Fra 0.30 0.39

Table 5: Mean Reciprocal Ranks (MRR) for Michif
IPA-based (§2.3.5) and LLM (§2.3.6) query generation
with both English and French outputs. CER denotes
the Character Error Rate for the 50 word set for each
particular query generation technique.
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MRR ↑
Query Type Language CER ULev WLev MTDw MTDu

Original Text SENĆOTEN 0.0 0.91 0.91 1.0 1.0
Phon. (§2.3.2) SENĆOTEN 0.27 0.63 0.54 0.58 0.68
Teacher (§2.3.8) SENĆOTEN 0.29 0.09 0.09 0.11 0.12
ASCII (§2.3.3) SENĆOTEN 0.30 0.35 0.36 0.45 0.42
ASR (§2.3.7) SENĆOTEN 0.81 0.01 0.03 0.04 0.03
LLM (§2.3.6) SENĆOTEN 1.01 0.06 0.10 0.14 0.11
P2Eng (§2.3.5) SENĆOTEN 1.18 0.02 0.04 0.06 0.07
Human (§2.3.1) SENĆOTEN 1.38 0.0 0.01 0.02 0.0
Original Text Michif 0.0 0.80 0.81 0.96 0.96
Phon. (§2.3.2) Michif 0.52 0.33 0.33 0.41 0.44
Teacher (§2.3.8) Michif 0.40 0.47 0.48 0.61 0.60
ASCII (§2.3.3) Michif 0.01 0.79 0.79 0.96 0.96
ASR (§2.3.7) Michif 0.59 0.12 0.12 0.15 0.20
LLM (§2.3.6) Michif 0.34 0.46 0.52 0.66 0.65
P2Eng (§2.3.5) Michif 0.43 0.25 0.26 0.39 0.41
Human (§2.3.1) Michif 0.37 0.43 0.42 0.50 0.55
TMD Queries (§2.3.4) Michif 0.79 0.18 0.26 0.30 0.25

Table 6: Mean Reciprocal Ranks (MRR) for different query generation techniques given 50 randomly sampled
words from the SENĆOTEN and Michif dictionaries. CER denotes the Character Error Rate for the 50 word set for
each particular query generation technique. MTD indicates the search strategy used by Mother Tongues Dictionaries
ranks results based on edit distance and a secondary BM25 score. A higher MRR for a particular search strategy
indicates that it is more robust to that type of query.

in mind. Ultimately, we believe that the decision
of whether to use substitution weights should de-
pend on how well the target audience is known
in advance. In most cases though, given the time
and expertise required to create custom substitu-
tion weights for each language, unweighted edit
distance is likely sufficient.

5 Conclusion

In this paper, we have proposed and developed a
variety of methods for approximating user queries.
We provide guidance and release models so that
they might be adapted to other languages. Using
the described query generation techniques, we com-
pared the effectiveness of a variety of approximate
search algorithms in both SENĆOTEN and Michif
dictionaries. We showed that fuzzy search can
be improved by combining BM25 as a secondary
score with Levenshtein edit distance. Despite these
improvements, and the relatively successful results
for Michif, approximate search remains a diffi-
cult problem, particularly for languages with large
phoneme inventories like SENĆOTEN.

Future work should compare the queries gen-
erated using our described techniques with actual

misspellings, for example using corpora like the
ones described in Max and Wisniewski (2010) and
Flor et al. (2019). Additional future work could
also more thoroughly explore the difference be-
tween weighted and unweighted edit distances for
example by applying the methods described here
to more languages, or by devising techniques for
learning optimal edit distance weights from data.
The latter approach would require a corpus of real
or artificial misspelled data, as well as careful eval-
uation to avoid over-fitting to the training data.

Additional future work might also consider
morphologically-aware query generation and ap-
proximate search algorithms, for example com-
paring the FST-based morphologically-aware ap-
proaches of Johnson et al. (2013) with the phono-
logically motivated techniques described here. We
expect that languages with higher degrees of
polysynthesis might in turn require search algo-
rithms with greater morphological awareness, but
it is not clear at what point the benefits of mor-
phologically aware search would be large enough
to motivate the additional effort compared to, for
example, a simple unweighted edit distance in com-
bination with a secondary BM25 score.
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Abstract

Rule-based grammatical error correction has
long been seen as the most effective way to
create user-friendly end-user systems for gram-
matical error correction (GEC). However, in
the recent years the large language models and
generative AI systems based on that technol-
ogy have been progressed fast to challenge the
traditional GEC approach. In this article we
show which possibilities and limitations this
approach bears for Indigenous languages that
have more limited digital presence in the large
language model data and a different literacy
background than English. We show experi-
ments in North Sámi, an Indigenous language
of Northern Europe.

1 Introduction

Grammatical error correction (GEC) is a crucial
for supporting writers in their writing process, espe-
cially new writers and those who do a large work-
load in production and translation of administrative
texts, educational material, news articles, fiction.

For writers of Indigenous languages proofing
tools have an even higher significance which is
due to literacy in these languages. Indigenous and
minority languages that compete with an official
majority language typically stand much stronger
orally than written, and competent speakers are not
necessarily competent in writing to the same degree
as in speech. However, a feeling of competence is
an important factor in text production, and writers
typically feel more confident when they can verify
grammar and spelling. An increase in high-quality
text production (representative of the language we
want as an output) again is an important factor in
developing large language models. In other words,
we need a sufficient amount of the type of language
we want to be produced as an input to the models,
and in order to build a text corpus, we need some-
one to writing skills and motivate native speakers to

write. Behind that is usually the work of highly mo-
tivated native language experts who actively push
forward a language revitalization process (Olthuis
et al., 2013). As a part of this process, language
technology can provide the necessary tools like
spell- and grammarcheckers.

Up until late it has been obvious that linguisti-
cally demanding tasks like grammatical error cor-
rection require a component of expert-built, rule-
steered grammar, not only to be accurate enough,
but also to have the legitimacy of an expert control-
ling the language norms and ongoing standardisa-
tion. However, in the few recent years it has raised
into a question if more data-driven approaches can
also work for this problem. In this article we per-
form some experiments to find out to which extent
this is plausible and what kind of limitations there
are.

The research question we solve in this article is
to evaluate how efficient the contemporary large
language models are in the actual task of grammati-
cal error correction—specifically in endangered
language context with North Sámi as example
study. We set to find out the effort needed to use
them and develop existing systems. We also con-
sider how much work it might take to fix problems
in the large language models versus rule-based
models when it comes to, e.g. bad suggestions and
mistakes in the error detection (i.e. false positives).
Regardless of the paradigm, the improvement of
the system is driven by developers with language
skills or developers with linguists co-operating, a
resource that is very sparse. Another dimension is
how time-critical the system is; a high quality GEC
is a time critical resource for Indigenous language
maintenance and revitalisation in digital era and
leaving a low quality or disfunctional GEC with a
promise of potential better version in the future is
unacceptable.
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2 Background

Grammatical error correction system for Indige-
nous languages in the Sámi region have existed
for over a decade. (Wiechetek, 2012) These sys-
tems use rule-based approaches to natural language
processing: Finite-State Morphology (Beesley and
Karttunen, 2003) for modelling lexica and morphol-
ogy and Constraint Grammar (Karlsson, 1990) for
modelling linguistic grammars including syntax.
Rule-based approaches have historically been con-
sidered as an ideal fit for grammatical error correc-
tion, since it directly concerns writing grammatical
rules. In a rule-based approach it is possible to tar-
get exact grammatical phenomena and also provide
user feedback precise to the situation: “if there is
a first singular personal pronoun and verb in third
singular form, mark an error and tell user about the
mismatch, suggest using first singular form of the
verb instead” would be a typical grammatical order
of action in a GEC tool build on rule-based natural
language processing system. Historically, statisti-
cal and data-driven approaches have been limited to
flagging unlikely word-forms and suggesting more
likely forms, without addressing complex gram-
matical constructions or the logical error that leads
to the error and eventually helps the writer to un-
derstand what has gone wrong. The missing link
between error and cause in these approaches de-
prives the user of understanding their mistakes and
improving their grammar. However, it has been
suggested that the LLM-based approaches may be
able to overcome this limitation, and, at least the
most popular chatbot-driven user interface to large
language models does indeed generate explanations
alongside corrections when requested. Inspired by
these innovations we decided to test the current
capabilities of large language models and compare
them to the rule-based approach.

The open source LanguageTool (Naber et al.,
2003) and the closed-source browser plugin / we-
bapp Grammarly (Alikaniotis and Raheja, 2019)
are two of the most widely used GEC tools. On
top of that popular office applications like Google
Docs provide writers aids, which seem to mainly
focus on spelling errors, but may contain grammat-
ical error correction features as well. We have not
found suitable scientific documentation of these to
give a fair comparison.

2.1 Languages and literacy

We are experimenting with North Sámi, an Indige-
nous and low-resource language of Northern Eu-
rope. With approx. 20,000 speakers according to
Ethnologue Campbell and Grondona (2008) it is
the biggest of the 9 Sámi languages. It is spoken in
Norway, Finland and Sweden and competing with
the three national majority languages Norwegian,
Finnish and Swedish as (nearly) all speakers of
North Sámi are bilingual. While Finnish and Sámi
are related (Finno-Ugric) languages, Sámi and Nor-
wegian/Swedish are on opposite branches of the
language tree. Bilingualism and loss of language
domains are the cause of a higher frequency of
grammatical errors among North Sámi writers. On
the other hand, the widespread use of technologies
requires us to express ourselves in writing in all do-
mains. If the Sámi languages are to have a digital
future, written Sámi needs to be strengthened and
correction tools need to be available for everybody.

2.2 Risks related to quality of GEC

When we think of spell- and grammar checkers as
tools that somewhat enforce a language standard in
the same way as a teacher and educational books,
we rely on a high level of knowledge/accuracy from
these language authorities. Proofing tools that do
not comply with these high standards will eventu-
ally have a negative effect on their user communi-
ties. In the case of Indigenous user communitites
this effect can be even stronger if proofing tools
are used in the absence of daily language arenas
and language experts. Related research in the field
of spell-checking and correction for L2 learners in
schools suggests (Högström et al., 2024) that there
are patterns of usage of automatic language correct-
ing tools that can be detrimental to the end-users.
Some of the problems of this sort can be avoided
by ensuring the quality of GEC.

One trend of data-driven language technology
products for (minority) languages has been pro-
viding inferior products to the existing rule-based
ones, promising that they will be improved even-
tually. However, for example as it is in the case
of spellchecking for Finnish, in the past 10 or so
years, the so-called autocomplete set of spelling
checkers have not improved to be able to handle
rare morphologically complex word-forms at all,
which is a clear downgrade from earlier rule-based
spellcheckers. For example, a recent version of
gboard Finnish keyboard for android does not think
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ovikoodit ‘door codes, i.e. keycodes for a door’
is a word and marks it as an error, while it is a
normal and quite lexicalised compound already.
On another example, it erroneously suggest that
the correct suukoistamme ‘about our kisses’ is re-
placed with the more likely puukoistamme ‘about
our knives’, which apparently exists in the training
data. In order for future GEC to be useful and not
destructive, problems leading to this sort of down-
grades ought to be fixed before pushing them to
end users.

3 Methods

We are using two existing systems out of the box
for comparison: one rule-based and one based on
the large language model technology. We use the
systems as black boxes, without rewriting the ex-
isting rules of the rule-based systems and without
finetuning or re-training the large language model.
In the rule-based system, we use command-line
tooling to get suggestions for the grammatical error
corrections with explanations and with the LLM we
use the available chat interface to get corrections
and explanations. The LLM is prompted in English
and advised to do Grammatical Error Correction.

Here are two pictures showing the end-user expe-
rience of grammar checking with the two systems
as it is now, see ChatGPT in Figure 1 and Gram-
Divvun in Figure 2. ChatGPT helpfully provides a
translation of the sentence with its error correcting
explanations. It translates jáhkkán with the gerund
waiting instead of past participle thought and by
that introduces two errors– one semantic and one
syntactic. The correction jáhkán is not a gerund
as promised, but a first person singular. The list
of flaws for this short sentence goes on and on.
Guorosnaga does not mean suddenly, but empty-
handed and the spelling correction to guorusnaga
is incorrect. [G]ii livččii does not mean who was,
but who would have (thought). [J]a dál diekkár
means and now that, which is entirely correct and
should not be corrected to ja dál diehtá.

We have gathered an error corpus by harvesting
sentences with several types of grammatical errors,
where we focused on 1. frequent errors in the error
corpus and 2. errors of different main types and
complexity. The main grammatical error types are
categorized in the error corpus are lexical errors
(misuse and non-idiomatic use of a word), real-
word errors (forms that are likely caused by a typo,
but result in existing words), morpho-syntactic er-

Error type Instances

Adjective inflection errors 6
Global agreement errors (subject-verb) 7
Nominal case errors 8
Compound errors (2>1) 6

Table 1: Morpho-syntactic and syntactic error types

rors (errors that have a syntactic impact, where
the difference between error and correction can be
described by means of morphology), syntactic er-
rors (errors that have a syntactic impact, where the
difference between error and correction requires
adding/taking away or moving one or several word
forms). In addition, the error data contains punctu-
ation and style errors. We have not evaluated the
punctuation and style errors in this article.

The Figure 3 shows the raw corpus data for a
morpho-syntactic error. The third person plural
verb eai does not agree with the singular subject
dihtor ‘computer’, cf. ex. (1).

(1) Mus
I.LOC

*eai
NEG.3PL

leat
be.CONNEG

dihtor
computer.NOM.SG

dahje
or

TV.
TV.NOM.SG

‘I don’t have a computer or a TV’.

In this investigation, we focused only on the
two categories of morpho-syntactic and syntactic
errors, specifically the error types represented in
Table 1. Since we are using real-world texts as
test data, some of the sentences do contain further
error types; this is common and unavoidable in the
realistic use cases for Indigenous corpora and GEC.

4 Results and discussion

To evaluate the grammatical error correction sys-
tems, we have collected and hand-annotated 101
sentences, some of which are error-free and some
which have one or more errors. We have done both
quantitative and qualitative analysis of the error
corrections performed by both GramDivvun and
ChatGPT.

To get a rough idea of the quality, we measured
the precision and recall using the usual formulas,
on a per error basis, counting a correction as a
true positive only when the detected error and the
correction are exactly the correct substrings, true
negative, when no errors were expected and none
were marked, false positive, when system marked
a non-error substring as an error and false negative,
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Figure 1: ChatGPT correcting a sentence in North Sámi.

Figure 2: GramDivvun in Google Docs correcting a sentence with default red lines for corrections of English
language
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Mus {eai}£{verb,fin,sg3prs,
pl3prs,kongr|ii}
leat dihtor dahje TV.

Figure 3: Example of marked up error in the hand-
annotated corpus.

System Precision Recall F0.5

GramDivvun 58 % 60 % 0.58
ChatGPT 17 % 13 % 0.16

Table 2: Precision, recall and F0.5 scores of the systems
we tested.

when system did not flag an error substring, or also
when all corrections were incorrect. The statistics
resulting are shown in the figure 2. We included
an F0.5 score to underscore our preference for high
precision over high recall.

We have performed a linguistic error analysis on
both correction sets and summarised the results in
the following subsection 4.1.

4.1 Error Analysis

We first analyse common North Sámi grammatical
error types linguistically keeping in mind the proba-
ble cause of the error from the end-user perspective.
We then show how both GEC tools do the gram-
matical error analysis (successfully/unsuccessfully)
and summarise our findings. The source texts
are presented in examples (2), (5), (8), (11),
and (14) followed by ChatGPT’s corrections in
examples (3), (6), (9), (12), and (15), and Gram-
Divvun’s (4), (7), (10), (13), and (16) respectively.

Example (2) has a compound error in dáin-
nalágiin ‘in this way’. It is perceived as a semantic
unit, therefore many people write it as one word.
However, the official spelling requires it to be two
words. In example (5) there aren’t any grammat-
ical errors. Example (8) has a common verb er-
ror in livčče, which is due to dialectal forms that
are not used in the written standard. In order to
satisfy subject-verb agreement third person plural
livčče should be third person singular livččii. Exam-
ple (11) has another subject-verb agreement error.
The first person plural verb guorahallat should be
third person plural guorahallet in agreement with
the nominal subject in plural. For uneven-syllable
verbs, first and third person plural forms in present

tense are homonymous. However, for uneven syl-
lable verbs that is not the case. In example (14),
there is an adjective error. In North Sámi, adjec-
tive forms differ with regard to their position in the
sentence. In this sentence it is used before a noun,
i.e. attributively. However, the form used here is
predicative álkis. The correct form is álkes.

A common type of error with ChatGPT is that
it comes up with non-words as a corrections, as in
example (3).

(2) Luohkká
class

lea
have.PRS.3SG

soahpan
agree.PTCP

háhkat
provide

dietnasa
income

::::::::::
dáinnalágiin
in.this.way

‘The class has agreed to provide the
income this way’.

(3) Luohkká lea soahpan háhkat diet-
nasa

:::::::::::
dáidnalaččat

(4) Luohkká lea soahpan háhkat diet-
nasa

::::::
dáinna

::::::
lágiin

In this example ChatGPT came up with the
nonsense word dáidnalaččat. GramDivvun, on the
other hand, splits the compound as it should.

In the following example (5) ChatGPT corrects
the predicative adjective form boaris to adjective
boares, where it should not be corrected. Gram-
Divvun, correctly, does not give us this false cor-
rection. However, it does not recognize the foreign
name Hijiri and corrects it to Hiiri.

(5) Sin
They.GEN.PL

namat
name.PL.NOM

leat
be.PRS.3PL

Jola
Jola

ja
and

Hijiri.
Hijiri.

Jola
Jola

lea
be.PRS.3SG

gávcci
eight.SGG.GEN

jagi
year.SG.GEN

boaris.
old.

Hijiri
Hijiri

lea
be.PRS.3SG

logi
ten.SG.GEN

jagi
year.SG.GEN

boaris.
old.
‘Their names are Jola and Hijiri. Jola
is eight years old. Hijiri is ten years
old’.
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(6)
::
Sii namat leat Jola ja Hijiri. Jola lea
gávcci jagi

::::::
boares. Hijiri lea logi

jagi
::::::
boares.

(7) Sin namat leat Jola ja
::::
Hiiri. Jola lea

gávcci jagi boaris. Hiiri lea logi jagi
boaris.

In the following example (8) ChatGPT corrects
the third person verbal form livčče to third person
singular livččii correctly. However, it introduces
two realword errors which were not there before-
hand, jáhkkán>jáhkán (changing past participle to
first person singular present tense and the demon-
strative pronoun), diekkár to a similar sounding
third person singular verb diehtá. GramDivvun cor-
rects the agreement error correctly, and does not
introduce any false positives.

(8) Gii
Who

:::::
livčče
be.COND.3PL

jáhkkán.
think.PTCP.

Guorosnaga
Empty-handed

manai
go.PAST.3SG

ja
and

dál
then

diekkár.
that.
‘Who would have thought. S/he
went there empty-handed and then
that.’

(9) Gii
:::::
livččii

::::::
jáhkán.

:::::::::::
Guorusnaga

manai ja dál
::::::
diehtá.

(10) Gii
:::::
livččii jáhkkán. Guorosnaga

manai ja dál diekkár.

In example (11), ChatGPT erroneously intro-
duces a new lexeme, i.e. mánáid ‘children’, instead
of mánusiid ‘manuscript’. Neither ChatGPT, nor
GramDivvun manage to correct the subject-verb
agreement error and change first person plural guo-
rahallat to third person plural guorahallet in agree-
ment with the plural subject konsuleanttat.

(11) Ovdalgo
Before

ášši
thing

joavdá
move.PRS.3SG

dán
this

muddui,
way,

de
then

konsuleanttat
consultants

::::::::::
*guorahallat
deal.with.PRS.1PL
mánusiid.
manuscript.ACC.PL
‘Before the matter goes this way,
the consultants deal with the
manuscripts.’

(12) Ovdalgo ášši
:::::::
joavddá dán mud-

dui, de konsuleanttat guorahallat

::::::
mánáid.

(13) Ovdalgo ášši joavdá dán mud-
dui, de konsuleanttat guorahallat
mánusiid.

(14) Árbejuohku
Árbejuohku

lei
lei

duššiid
duššiid

dihte
dihte

maŋŋonan,
maŋŋonan,

ja
ja

gárvvisin
gárvvisin

jurddašuvvon
jurddašuvvon

::::
álkis
álkis

kuohku
kuohku

lei
lei

šaddan
šaddan

váddáseabbon.
váddáseabbon.

‘The inheritance settlement had
been delayed due to trivial matters,
and the planned simple settlement
had become more complicated.’

(15) Árbejuohku lei
:::::
dušše dihte maŋŋo-

nan, ja gárvvisin jurddašuvvon
álkis juohku lei šaddan vád-
dáseappot.

(16) Árbejuohku lei duššiid dihte
maŋŋonan, ja gárvvisin jurd-
dašuvvon

:::::
álkes juohku lei

šaddan váddáseabbon.

GramDivvun corrects the adjective error álkis
to attributive álkes. ChatGpt, on the other hand,
firstly, does not find the adjective error and sec-
ondly, corrects several forms that are correct in
the original sentence, duššiid ‘nonsense’ to dušše
‘only’ and váddáseabbon to váddáseappot. Both,
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ChatGpt and GramDivvun find the spelling error
kuohku and correct it to juohku.

4.2 Discussion
As an overall conclusion of ChatGPT’s perfor-
mance, the overwhelming problem is the false pos-
itive rate, which can be rather bothersome for end-
users and, more importantly, contradicts the au-
thorative nature of a spell- and grammarchecker
in language expertise. The rule-based grammar
checker, which performs significantly better in our
experiment, can have issues with recall at the ex-
pense of not alerting the user with false positives.
An open question for the LLM-based approach is,
what kind of effort it would take to get the false
positive rate down, or if the correct way forward is
to use a hybrid control where rule-based grammar
can identify actual errors with more precision, and
possibly validate or guide correcting as well.

One recent trend in LLM-based NLP applica-
tions, especially in low-resourced contexts, is to
bring specific examples of the target language in the
context of the prompts, e.g. in RAG or in-context
training. This would be an interesting future ex-
periment. However, in order to fully retain the au-
thoritative, norm-building grammar correction, we
would envision an ideal hybrid LLM-application
that would be able to interact with the linguistic
resources of rule-based implementation in the same
way as they do with calculators, python scripting
and web browsers to overcome hallucinations in the
LLM-based math-answering, programming, and
smart agent applications respectively.

One noteworthy thing about the current expe-
rience with ChatGPT-driven grammatical error
correction is that the generated helpful descrip-
tions (c.f. Figure 1 for reference on what they look
like in the chat interface) do not always properly
keep track of the actual corrections that the system
makes, so it provides an itemized list of corrections
and the corrected text snippet, which do not neces-
sarily match with each other. Furthermore, some
of the explanations provided are not corrections at
all, generally formulated such as: “heivehit should
be heivehit (to develop)” even if, in this case, the
suggestion and original word form are the same.
ChatGPT also does the opposite, saying “jus beat-
naga should be jos beatnaga (if the dog, no change
needed)” when the suggestions actually does in-
clude a change. If this was used in an end-user
product, it would be very confusing for the users.
Given that this type of problem has been a known

issue of the generative LLMs for a while now, it
might be a risk if pivoting to fully LLM-guided
grammatical error correction.

Furthermore, when reading the explanations pro-
vided by ChatGPT, the interpretation of the sen-
tence and its correction, e.g. in Figure 1, contain se-
rious flaws that, instead of helping the user, present
them with the additional workload of deciding
when to trust the tool and when not. The errors
that are made by the tool are completely random
and do not follow a certain pattern, which makes it
impossible for the user to trust it.

To loop back to our initial research question and
quite concretely the setup that we have: if we have
available one North Sámi computational linguist,
what is the most reasonable use of time for them to
improve the North Sámi grammar checker; writing
the grammar rules, collecting and annotating error
corpora or giving human feedback to a chatbot;
all of which can be tedious at times and not very
exciting? At the time it still seems that the former
is more beneficial, but it is an open question and
possibly changing in near future?

5 Conclusion

We have tested LLM and traditional grammatical
error correction for North Sámi. LLMs a few cor-
rect frequent forms of grammatical errors correctly
(like the copula form livččii, which is more com-
mon than the form livčče). At the same time it
introduces an uncontrollable amount of unsystem-
atic false positives that the tool becomes useless for
any user that seeks linguistic help from a grammar
checker. It also tends to replace a lot of forms with
a completely different lexeme.

An expert of the language with above-average
language intuitions may be able to evaluate the
correctness of the grammar checker suggestions.
However, when false alarms outnumber the correct
suggestions as in this case, the tool does not reduce,
but add to the workload of the writer. More impor-
tantly, as we have pointed out, grammar checking
for the Sámi writer is meant predominantly as an
active help where spelling and grammar skills may
be incomplete. In this case, the writer is left with
an unreliable tool that does not provide linguistic
stability, but instead increases the insecurity of the
writer. Language confidence is an important factor
in revitalization and feeling comfortable to use the
language even if it is not one’s first language.
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Limitations

The LLM testing was made with a closed source,
commercial LLM and the results cannot be eas-
ily reproduced. However, this method of impres-
sionistic exploratory testing seems to be a de facto
standard in contemporary natural language engi-
neering.

Ethical Concerns

The LLM-based experiment has consumed an esti-
mated hundreds of liters of drinking water1 and a
not insignificant amount of energy (Strubell et al.,
2019). With this background it seems almost ir-
responsible to conduct more LLM experiments,
however, given the strong hype in the scientific
discourse at the moment, debunking some of the
hype may prove invaluable also in putting a cap for
wasted experimentation.

We have used no crowd-sourcing or underpaid
external workers for this article, all the linguistic
and computational work has been done by authors
and colleagues who are fully paid for their work.
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Abstract

The expansion of the speech technology sector
has given rise to a novel economic model in
language research, with the objective of devel-
oping speech datasets. This model is expanding
to under-served African languages through col-
laborative efforts between industries, organisa-
tions, and the active participation of communi-
ties. This collaboration is yielding new datasets
for machine learning, while also disclosing vul-
nerabilities and sociolinguistic discrepancies
between industrialised and non-industrialised
societies. A case study of a speech data collec-
tion camp that took place in September 2024
in Cameroon, involving representatives of 31
languages throughout the continent, illustrates
both the prospects of the new economic model
for research on under-served languages and the
challenges of fair, effective, and responsible
participation.

Introduction

There is a growing momentum in industry and
academia to develop speech technologies on a mas-
sive scale. In the industrial domain, one of the
most emblematic moves in this regard is the Mas-
sively Multilingual Speech (MMS) project initiated
by Meta (Pratap et al., 2024), which aims to ex-
tend the coverage of speech technology across the
global linguistic landscape. There are currently 336
African languages for which the MMS project has
developed automatic speech recognition (ASR) and

text-to-speech (TTS) models. MMS uses multilin-
gual datasets to pre-train wav2vec 2.0 models, and
the labelled dataset used for this pre-training con-
sists of aligned New Testament recordings. This
has enabled coverage of many of Africa’s under-
served languages, for which the Bible is often the
only substantial textual resource. At an institu-
tional level, academics and organisations are work-
ing together to build language datasets for machine
learning in African languages. This is evidenced
by initiatives such as The Lacuna fund1, which has
enabled the creation of a diverse range of language
datasets, including speech datasets in more than 20
African languages over the past three to four years
(Babirye et al., 2022).

Despite this progress, significant limitations re-
main, particularly in the dominant crowdsourced
data collection model employed by platforms such
as Mozilla Common Voice (MCV)2 (Ardila et al.,
2020). While MCV is widely recognised for en-
abling community participation in the creation of
speech datasets, several critical flaws undermine
its effectiveness for under-served languages. A sig-
nificant challenge pertains to the dearth of publicly
accessible text sources that can be collated for util-
isation as reading prompts, compelling the reliance
on religious texts such as the Bible, which are
frequently the sole non-licensed text data sources.

1https://lacunafund.org/datasets/language/
2https://commonvoice.mozilla.org/en/about
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While the Bible may not be the predominant text
source in most of the MCV’s collecting interfaces
for African languages, the absence of text diver-
sity in under-resourced languages leads to a limited
representation of language use, significantly dif-
fering from the fluid and varied nature of daily
language usage. Additionally, the platform’s frame-
work tends to impose a single orthography model
for each language, disregarding the linguistic di-
versity and orthography multiplicity found within
many African communities. This rigid approach
has the potential to marginalise certain dialects or
writing traditions. Another challenge stems from
the dependency on literacy participation, which
excludes individuals who are fluent speakers but
not proficient readers. Finally, the incentivisation
of participation, while effective in the short term,
raises questions about the sustainability of commu-
nity engagement and the quality of collected data
over time. The speech data collection camp organ-
ised by the Institute of African Digital Humanities
(INHUNUM-A)3– in partnership with MCV, which
constitutes a use case in this discussion – highlights
these challenges. This experience has underscored
the necessity for a more inclusive and adaptable ap-
proach to the development of speech technologies
for African languages.

The initiative had two main goals. First, it sought
to expand the reach of the MCV ecosystem in
Africa by engaging community representatives to
lead responsible, long-term crowdsourced speech
data collection efforts. These efforts would be criti-
cal to the future development of speech technolo-
gies. Secondly, the initiative aimed to collect a
310 hour benchmark labelled speech dataset for
31 under-served African languages4. This paper
reports on the key areas of the project and the
challenges encountered during its implementation.
These are grouped under (1) methodological, (2)
technological, (3) sociolinguistic, (4) quality con-
trol, (5) incentivisation, (6) ethical aspects, and (7)
discussion, and (8) recommendations.

1 Methodological aspects

In this section we discuss the approach to 1) the
selection of languages and team members and 2)
the collection and pre-processing of sentences.

3https://inhunumaf.hypotheses.org/
4https://github.com/Ngue-Um/INHUNUMA2024/blob/

main/Inhunuma2024.md

1.1 Selection of languages and teams

The Institute of African Digital Humanities is a
newly established organisation that aims to provide
capacity building and networking in the use of dig-
ital methods and tools in the humanities and social
sciences on the continent. Its outreach includes
affiliated members, but more broadly any African-
based institutional or individual stakeholder with an
interest in digital humanities. In order to promote
greater inclusivity across the regions and linguis-
tic communities of the continent, an open call was
launched to select teams, ideally consisting of two
representatives of different genders and dialects
within the same linguistic community. Candidates
were also required to be fluent and literate in the
language they were representing. In a sense, the
selection was aimed at grassroots language enthusi-
asts who were not necessarily trained in linguistic
research. In the same vein, the selection mecha-
nism was designed to ensure, as far as possible,
an equitable representation of linguistic diversity,
to the extent that a given language was endowed
with at least a standard orthography and a basic
body of literature. Less emphasis was placed on
criteria used in similar initiatives, such as regional
representation, number of speakers or degree of
standardisation (Butryna et al., 2020; Agirre et al.,
2021). Languages with existing ASR or TTS mod-
els, including those developed in the MMS project,
were excluded from the selection, even if they were
more under-served. While this selection process
was consistent with the principles of equity and rep-
resentativeness that underpin the philosophy of our
initiative, it did introduce some biases and inequal-
ities. In terms of bias, the current ASR and TTS
models developed within MMS, which are largely
trained on biblical recordings, have not been suffi-
ciently evaluated for performance, inclusivity and
representativeness, raising concerns about the relia-
bility of these technologies for the wider language
community. In terms of inequality, the selection
excluded de facto languages for which there was
no existing orthography and/or a minimal body of
literature.

Overall, The number of languages launched on
MCV increased from 137 to 166, with the addition
of 29 new languages5, after the language data col-

5Setswana, one of the 31 languages involved, was already
launched prior to the data collection event. Representatives of
the Setswana languages attended the event with the objective
of expanding the existing collection of sentence prompts to
include the Kgatla dialect. At the time of this writing, Tunen,
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Figure 1: MCV ecosystem in Africa before the data
collection camp

Figure 2: MCV ecosystem in Africa after the data col-
lection camp

lection camp held on September 9-14, 2024. This
represents a growth of approximately 21.17%. The
camp’s contribution to expanding speech data col-
lection for under-served African languages resulted
in a significant increase in the platform’s language
offering, as represented on figures 16 and 27.

1.2 Sentence collection and preprocessing

There are two approaches to designing speech
datasets using MCV. The first approach is Sponta-
neous Speech, whereby speakers are provided with
prompts in their language, e.g. "What is the history

a second language of the 31, is awaiting its launch.
6https://tinyurl.com/mcv-languages-before
7https://tinyurl.com/mcv-languages-after

of the origins of your community?", and are asked
to respond in a few sentences, resulting in voice clip
recordings. Subsequently, the recordings are lis-
tened to and transcribed, resulting in the alignment
of voice and script labels. The second approach is
called Read Speech, and consists of speakers read-
ing sentence prompts. The resulting voice clips
are then listened to by two different speakers who
validate or invalidate the voice clip, assigning la-
bels to the voice clip in the validation process. The
second approach was used in our data collection
camp. A prerequisite for the Read Speech approach
is the provision of sentence prompts, which in the
case of this project had to be provided by language
teams. Each language teach was required to pro-
vide a minimum of 1000 sentences, the sources
of which had to be licensed under Creative Com-
mons (CCO). The majority of these sentences were
either elicited by the team representatives or de-
rived from their personal manuscripts, with some
requiring digitisation and preliminary processing.
Digitisation entailed the deployment of OCR (Op-
tical Character Recognition) or manual typesetting
by team members or project staff. In numerous
instances, both processes resulted in inadequate
rendering of characters, necessitating re-encoding
or character conversion, and posing technological
challenges. To address these challenges, language
teams received support from language technolo-
gists and data scientists who are part of the MCV
staff.

2 Technological aspects

In this section we discuss 1) the technological chal-
lenges of navigating competing writing norms and
2) the localisation of MCV interfaces.

2.1 The "ortho-graphy" challenge

The term ’orthography’ has its roots in the Greek
word orthos, meaning ’straight’, ’correct’ or ’right’.
The emphasis on correctness in writing is based
on the idea that languages are realities that can be
reduced to coherent parts that reflect the range of
possible uses within a linguistic community. The
very notion of ’linguistic community’ (Gumperz,
1968) is based on the assumption of the unity of
the members of a given language group. While
’correctness’ in orthography and ’unity’ within the
linguistic community are relatively easy to achieve
in societies with a long history of political organ-
isation and centralisation, with the exception of

84

https://tinyurl.com/mcv-languages-before
https://tinyurl.com/mcv-languages-after


societies such as Luxembourgish (Bellamy, 2021),
many African societies in the post-colonial era have
yet to achieve such ideals, if they have to at all. In
the context of this study, there were regular in-
stances where the materials submitted by the lan-
guage teams revealed issues of competing ortho-
graphic norms. This was particularly pronounced
in languages with a history of early missionary lit-
eracy before independence. Literature produced in
the pre-independence missionary alphabet tended
to contrast with post-independence orthographic
standards. The latter were promoted by the sec-
ond generation of missionaries, led by the Summer
Institute of Linguistic (SIL) and Evangelical Mis-
sions, and operationalised by the first generations
of linguists of African descent.

The coexistence of different, sometimes diver-
gent, orthographic norms was difficult to resolve in
the context of this initiative. In any case, the project
leadership did not have the legitimacy and respon-
sibility to make decisions regarding the choice of
a particular orthographic norm. At the same time,
the technological interface of linguistic infrastruc-
tures such as MCV is designed in accordance with
the dominant, monolithic view that there should be
one and only one orthographic norm for a given
language. Final decisions about the choice of or-
thography were left to the team members. In such
circumstances, an agreement was reached with the
project leadership to give priority to the orthogra-
phy standard that is widely used in the community.

2.2 Localisation of MCV Interfaces

Incidentally, decisions on the choice of spelling
standard for the sentence collection did not always
coincide with the choices made by the translators
responsible for localising the interfaces in the var-
ious languages. For reasons related to the project
schedule and the scarcity of competent human re-
sources in the selected languages, the task of trans-
lating for localisation was sometimes entrusted to
actors other than those involved in providing the
sentence collections. The ideal situation would
have been to reach a compromise between the trans-
lators and the sentence contributors. However, such
arrangements were not always feasible, given the
remote nature of the workflow between translators,
sentence collectors, project management and MCV,
and the critical impact of any delay on the project
schedule. As a result, there are interfaces, such

as that for Eton8, where the localisation follows a
different orthography standard from the sentence
collection.

3 Sociolinguistic aspects

For want of a better option, the project managers
had to force language representatives to pool their
sentence samples. Initially, teams were asked to
provide unified sentence collections for their lan-
guages. However, in cases such as Tupuri and
Batanga, the two members of the team, each rep-
resenting a particular dialect, provided a sample
for their dialect. While in the case of Batanga the
two samples used the same orthography, in the
case of Tupuri the orthography used in the sentence
sample from Tupuri Banwere, spoken on the bor-
der between Chad and Cameroon, differed slightly
from the orthography used for Tupuri Bango, spo-
ken in the area of Kaele in Cameroon. The two
orthographies seemed to reflect the sociolinguistic
configuration of the Tupuri linguistic community,
and there did not seem to be any socio-political
contestation of this reality. At the same time, MCV
allows only one unique locale for each specific lan-
guage, where the locale is represented by a two- or
three-letter code, e.g. ’tui’ (for Tupuri), ’bnm’ (for
Batanga), ’tn’ (for Setswana). Technically, there-
fore, the MCV infrastructure does not appear to
be configured to accommodate the sociolinguis-
tic reality of Tupuri, which is manifested in the
fluidity of usage in both spoken and written form.
The example of Tupuri is not uncommon in ac-
counts of applied language work in Africa. Roberts
et al. (2021) refer to a similar situation among the
Yambasa community in Cameroon, where groups
of arguably distinct dialects have reclaimed ortho-
graphic autonomy and developed separate writing
norms and practices.

4 Quality control

The quality control process was divided into seven
stages and was subject to oversight from the MCV
staff and a pool of local experts, as illustrated in
Table 1.

5 Incentivisation

Incentivisation through cash and in-kind rewards is
common practice in language work in general, for
example in language documentation research in-
volving community contributors (Ngue Um, 2019;

8https://commonvoice.mozilla.org/eto
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Levels of control Oversight
Localisation (sheets) Local team
Sentences (Sheets) Local team
Localised (Pontoon) Local team
Approved (Pontoon) MCV staff
Sentences (Checked) MCV staff
Sentences (MCV) MCV staff
Launched MCV Staff

Table 1: Levels of quality control and oversight involved
in the project

Akumbu, 2024). It has also been implemented in
the creation of language datasets for machine learn-
ing as part of the Lacuna Fund initiative (Babirye
et al., 2022). The benefits of paid labour can be
measured in terms of the level of mobilisation of
the actors involved and the extent to which they
have contributed to the achievement of the project’s
objectives. In the specific case of the speech data
collection camp organised by INHUNUM-A in
September 2024, the impact of the incentives can
be seen in the mobilisation of the participants be-
fore, during and after the data meeting, which en-
abled the recording and validation of more than
300 hours of voice data over a period of 30 days. In
terms of diversity and linguistic representativeness,
this represents a significant growth in the ecosys-
tem of both MCV and speech datasets for machine
learning.

However, there are a couple of side effects of
incentivisation. One is the sustainability of com-
munity mobilisation beyond the scope of a partic-
ular project, such as the one undertaken. With-
holding a portion of the monetary compensation
for teams that did not meet the goal of 10 hours
of voice recording and validation during the camp
timeline, and paying it only after the goals were
met, proved effective for continued mobilisation
after the camp. However, for almost all the lan-
guages involved, once the incentives are fully paid,
the tendency to contribute decreases significantly
and sometimes stops altogether. This raises ques-
tions about the long-term sustainability of a crowd-
sourced approach to speech data collection and,
by extension, the voluntary, informed and quali-
tative participation of under-served communities
in the development of speech technologies in their
languages.

A notable dimension of this language data col-
lection event is the under-representation of pro-

fessional linguists, which contradicts the initial as-
sumptions of the project leadership about a possible
over-representation of linguists. In fact, of the 70
or so people who attended the meeting, only 3 pro-
fessional linguists were listed. In comparison, there
were three computer scientists. The majority of par-
ticipants were grassroots language workers, either
indigenous language teachers, translators, commu-
nity literacy experts or language enthusiasts.

6 Ethical considerations and copyright

One of the major challenges in developing lan-
guage datasets is the ethical considerations around
data sources and community participation. For
many under-served languages, existing text re-
sources are sparse, and those that do exist are often
limited to biblical texts. As a result, many existing
ASR and TTS models in African under-served lan-
guages have been developed using these sources.
This is the case with the MMS project, but also with
the Building African Voices (Perez Ogayo, 2022)
and Google Crowdsourced Speech Corpora for
Low-Resource Languages and Dialects (Butryna
et al., 2020) projects. This reliance on a religious
text raises questions about the representativeness
of the data, as it may not reflect everyday language
use or cultural diversity within the community. In
order to avoid expanding the inclusion of bibli-
cal texts in the language technologies of Africa’s
under-served languages, our project management
reached an agreement with MCV to exclude such
texts from the sentence collections. Although this
provision was made explicit in the Call for Par-
ticipation, a number of teams submitted sentence
collections that were either entirely biblical or con-
tained large swathes of religious texts taken from
the Bible. In such cases, team representatives were
asked to submit new collections. This has resulted
in some of the initially selected teams dropping out
of the project, or in long delays in the provision of
the MCV interfaces for these languages.

In addition, the project had to deal with copy-
right issues, especially for languages such as Tunen,
where the sentence sources were licensed under
Creative Commons Attribution-ShareAlike (CC
BY-SA), but needed to be licensed under Creative
Commons (CCO) according to MCV standards.
Community representatives were generally not well
informed about copyright, and although the Call
for Participation was explicit about these issues,
the project leadership had not provided adequate
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guidance and resources to help community repre-
sentatives navigate and resolve these issues as they
arose.

7 Discussion

Crowdsourcing is a mode of participation that is
becoming increasingly prevalent in social, behav-
ioral, and educational research (Bagherzadeh et al.,
2023; Kwek, 2020). Bagherzadeh et al. (2023)
have identified two distinct approaches to the re-
cruitment of participants in crowdsourced routines,
which they have metaphorically designated as "fish-
ing" and "hunting." The "fishing" routine targets
a wide range of external knowledge on a specific
domain, with the assumption that the diversity of
the participants’ input will enhance the robustness
of the solution that is being engineered. In contrast,
the "hunting" approach targets specific individuals
with expert knowledge in the domain under investi-
gation, seeking to elicit solutions from those with
the greatest expertise.

In the domain of linguistic research, an analogy
can be drawn with language documentation, a form
of crowdsourced perspective of linguistic research
in which data collection leverages the involvement
of diverse contributions, profiles, and situations
(Ajo et al., 2010; Grenoble, 2010; Maxwell, 2010;
Himmelmann, 2006). While MCV’s crowdsourc-
ing perspective is generally of the "fishing" type,
language documentation predominantly employs
the "hunting" technique, with various accounts of
success stories (Dwyer, 2010), as well as shortcom-
ings (Akumbu, 2024; Ngue Um, 2019).

One aspect of crowdsourcing for speech data that
appears to be overlooked in the "fishing" approach
employed by MCV is the distinction between the
literacy rate in WEIRD (Western, Educated, Indus-
trialized, Rich, and Democratic) populations and
that in non-WEIRD ones (Brice et al., 2024). The
implication of the literacy rate is that it indicates
the degree of exposure of the average population
to written text in the language for which speech
datasets are collected. It is commonly assumed that
a vast array of literacy expertise is readily avail-
able for crowdsourcing speech by reading sentence
prompts, as well as for evaluating pre-recorded
sentences. This is undoubtedly the case in liter-
ate societies and in WEIRD settings, but it is not
the case in non-WEIRD, African under-served lin-
guistic communities. Despite the fact that these
communities have developed a considerable liter-

Languages Hours Speakers Validation
Duala 11 13 91%
Borgu Fulfulce 10 9 100%
Mbo 11 12 91%
Mokpwe 8 9 75%
Yoruba 7 123 72%
Hausa 13 50 39%
Ahmaric 3 34 67%

Table 2: Status of voice data contribution on MCV for
6 African languages (Language = “language name”;
Hours = “total hours of speech recording, updated: 13th
Oct. 2024 10:42am”); Speakers = “total number of
contributors of recordings and validation”; Validation
= “total number of labelled hours of speech data record-
ing”.)

acy rate through education, the reading and writing
skills of individuals are still largely confined to the
former colonial languages that serve as the medium
of instruction in the majority of educational insti-
tutions across Africa. The implementation of the
"fishing" approach in such circumstances thus ren-
ders crowdsourcing vulnerable.

As previously noted in Section 5, in the context
of the project described in this paper, 100% of the
contributions for the 30 languages included in the
collection have either ceased or decreased signifi-
cantly after the final payment of incentives. This
may be in alignment with the analysis presented
by Bagherzadeh et al. (2023), which suggests that
the "fishing" approach attracts a significant num-
ber of non-domain experts, primarily driven by
financial incentives. This hypothesis can be further
substantiated by examining the trends in speech
data contributions for African languages that were
launched on MCV but not included in our data
camp, as illustrated in Table 2.

This analysis does not imply that participants
who are primarily attracted by financial incentives
lack domain expertise. In the context of this study,
domain expertise is defined as literacy skills in the
language in which speech data is crowdsourced.
The argument, therefore, is that the motivation of
those who are attracted primarily by financial mo-
tives is more likely to decrease drastically in the ab-
sence of incentivisation. Conversely, Bagherzadeh
et al. (2023) suggest that elite experts, that is to say,
the category of participants in crowdsourcing who
are recruited using the "hunting" approach, do not
engage out of the prospect of financial gain in the
first place.
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With respect to the number of contributing speak-
ers and the total population of the linguistic com-
munity, the three languages indicated in the shaded
section of Table 2 exhibit a comparatively larger
population. This may justify why their contribut-
ing population is more significant than the number
of the contributing population of the languages in
the unshaded area. Thus, the "fishing" approach to
crowdsourcing that represents MCV’s standard con-
tribution "doctrine" would result in a higher level
of contribution from the languages in the shaded
area compared to those in the unshaded area. As
the data in Table 2 show, this is not the case. In
particular, a greater number of contributors does
not necessarily result in a proportional increase in
hours of recorded speech and validation. The dis-
crepancy in the contribution rate observed in this
case can be attributed to at least two factors. First,
the influence of incentives, which is reflected in
the higher contribution rate of the languages in the
upper part of Table 2. Second, in the context of
under-served linguistic communities, the standard
"fishing" approach of MCV does not attract elite
experts, who are likely to spend more time record-
ing and validating voices, even in the absence of
financial reward. It is also noteworthy that the tim-
ing of the contribution rate in the languages at the
top of Table 2 indicates that participation in the
"fishing" approach is primarily driven by financial
incentives.

8 Recommendations

The participation of individuals in crowdsourced
linguistic datasets in exchange for financial com-
pensation highlights the economic vulnerability of
those engaged in such activities. In the specific
context of African under-served linguistic commu-
nities, where literacy in indigenous languages is
often low, this raises further questions about the
quality of participation. In light of the above, there
is an urgent need to develop robust protocols for
crowdsourcing data for speech technologies such
as ASR and TTS that aim for inclusivity and effi-
ciency. This is especially true for crowdsourced par-
ticipation aimed at collecting and labelling speech
data. Similarly, the evaluation of the performance
of ASR and TTS models trained on crowdsourced
speech data in under-served linguistic communities
should include an assessment of the crowdsourc-
ing methods used, as well as an investigation of
the potential influence of the socio-economic vul-

nerability of the contributors on the quality of the
technological solutions developed. The success of
the experience of the Speech Data Camp reported
in this study, which we describe in terms of the
achievement of the objectives initially stated, owes
much to 3 main factors. The first is the incitement
through cash payment of the contributors, which
has attracted a critical mass of candidates to the
speech contribution, and has enabled the manage-
ment side to define selection criteria that could
guarantee a reasonable level of literacy expertise of
the selected participants, as well as the diversity of
voices, in terms of representativeness of coexisting
dialects and gender. Here it is important to em-
phasize that the design of the data camp model is
an important step for the success of such an initia-
tive. The second factor is the timing of data collec-
tion. In our model, most language teams achieved
the best contribution scores in terms of number of
hours and rate of progress during the camp. In
other words, on-site mobilisation and emulation
among peer groups is critical for the onboarding
and self-motivation of contributors, even with the
promise of financial reward. In comparison, the
rate of contribution within one month after the data
camp was significantly lower compared to the 6
days of contribution during the camp, despite the
incentives. Reasons for this are related to the lack
of focus when participants are in their normal so-
cial environment, as well as access to internet and
electricity. The third factor is the quality of super-
vision and monitoring of the contributions. Once
again, the examples of Yoruba, Hausa and Amharic
in Table 2 show that in the absence of leadership to
create a momentum of voice-data contributions, the
growth of contributions may remain uncertain. The
status of the Kinyarwanda9 contribution illustrates
this state of affairs. Namely, under the leadership
of a speech data collection startup, Digital Umu-
ganda10, Kinyarwanda is currently the third most
contributing language on MCV, just behind En-
glish and Catalan, and surpassing better endowed
languages such as Spanish, French, and Chinese.

Conclusion

The initiative to enhance speech technologies for
under-served African languages has highlighted
both challenges and opportunities in language data
collection. This paper details the methodological,

9https://commonvoice.mozilla.org/rw
10https://digitalumuganda.com/
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technological, sociolinguistic, ethical, and incen-
tive aspects of the project, while highlighting the
significant progress made in collecting over 300
hours of speech data for 30 languages11. How-
ever, critical issues remain, such as uneven lan-
guage representation, barriers to community en-
gagement, and the biases introduced by reliance on
pre-existing automatic speech recognition (ASR)
and text-to-speech (TTS) models, many of which
are rooted in religious texts.

The project also grappled with competing ortho-
graphic norms, issues of copyrights applicable to
the sources of the sentence prompts, and the long-
term sustainability of crowdsourced data collection
efforts. Despite the tangible results achieved, en-
suring continued community participation beyond
financial incentives remains a challenge. Going
forward, a deeper commitment to fostering authen-
tic collaboration between language communities,
linguists and industry is essential to ensuring the
equity and efficiency of the new economy model
brought by voice technologies.

In addition, expert linguists specialising in under-
served African languages need to develop a criti-
cal awareness of the solution-oriented approaches
driven by industry that are increasingly influencing
applied linguistic work. Without a deep under-
standing of industrial and commercial practices in
product and service design, linguists cannot criti-
cally and productively engage with industrial ac-
tors who own many of the technological solutions
and financial resources. These industrial actors
often lack key insights into which approaches are
most appropriate for specific languages and con-
texts. Productive collaboration between linguists,
communities and industry is essential to ensure
that the technologies developed are not only lin-
guistically sound, but also socially and culturally
relevant to the communities they are intended to
serve.
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Abstract

This paper presents work towards a morphologi-
cal transducer for Hän, a Dene language spoken
in Alaska and the Yukon Territory. We present
the implementation of several complex morpho-
logical features of Dene languages into a morpho-
logical transducer, an evaluation of the transducer
on corpus data, and a discussion of the future uses
of such a transducer towards Hän revitalization ef-
forts.

1 Introduction

In this paper, we present work towards a morpho-
logical transducer for the Dene language Hän. The
paper provides background on Hän, data collection,
and morphological transducers (§2); overviews deci-
sions made during implementation as well as our ap-
proaches to various challenges presented by Hän mor-
phology (§3); and offers a preliminary evaluation (§4),
directions for future work (§5), and some concluding
thoughts (§6). The eventual goal is for this transducer
to complement ongoing revitalization efforts.

2 Background

2.1 Hän

Hän (ISO 639-3: haa) is a Dene (more specifically,
Northern Athabaskan) language spoken in the Na-
tive Village of Eagle in Alaska, USA, and in Moose-
hide, Yukon Territory, Canada. Hän is a critically en-
dangered language, with only five remaining native
speakers. While the number of native speakers is low,
the communities in both Eagle and Moosehide are
both engaged in significant revitalization efforts, in-
cluding locally taught introductory language courses,
language teacher training, and the creation of learning
materials (lessons, textbooks, flashcards, etc.).

The primary complication in the process of learn-
ing (and thereby also in the process of revitalizing)
an Athabaskan language is the rather complex verbal
morphology. Verbs often surface with a string of both

derivational and inflectional prefixes, which can be
difficult for speakers of less-inflecting languages such
as English. The complexity of Hän verbs stands in
stark contrast to every other lexical category, which
are at most bimorphemic.

In order to progress the community’s revitalization
efforts, there is a clear need for an understanding of
Hän’s verbal morphology. Understanding the inner
workings of verbs has been a long-standing battle for
many Athabaskan languages (see Rice, 2000, for an
overview of many of the relevant works), and Hän is
no exception. We intend for this transducer, and the
resources which stem from it, to clarify the inner work-
ings of the Hän verb as an aid to future Hän language
learners.

Table 1 presents the structure of verbs in Hän, with
some example verb forms broken down accordingly
in Table 2. Each cell represents a distinct morpheme
“slot”. Many of the slots are optional—a valid verb
form must contain at a minimum a stem marked for
aspect and a subject marker. However, some verbs ad-
ditionally require other elements, such as a theme or
disjunctive prefix. Additionally, several slots interact
with one another; for example, generally subject mor-
phology is indicated in the slot before the stem, but
plurality is indicated by a morpheme’s occurrence in
the “plural subject” slot for 3rd person plural and an-
other morpheme’s occurrence in the “deictic subject”
slot for 1st person plural. Object marking and the pres-
ence of a reflexive morpheme appear to be mutually
exclusive. 3rd person singular object markers vary de-
pending on the person features of the subject (Lehman
and O’Leary, 2019). Object marking is used only if an
overt object DP is not present in situ in the verb phrase
(Manker, 2014). Additionally, the specific form of
subject marking depends on the classifier (l, ł, 0, or d),
the aspect (imperfective, perfective, etc.), and the con-
jugation marking (0, dh, gh) associated with the verb
stem (de Reuse and Las, 2014). Verb stems alternate
irregularly for a given lexeme based on aspect and
sometimes number of the subject (de Reuse, 2015b,a).
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10 9 8 7 6 5 4 3 2 1 0
(disjunctive
prefix)

(pl.
subj.)

(object) (deictic
subj.)

(reflexive) (directive) (future/
inceptive)

(gender/
qualifier)

(theme) conjugation
marker,
subject,
classifier

stem

Table 1: The structure of verbs in Hän, with numbers assigned to each prefix slot. The stem occurs at the end of a verb
form, with prefixes stacking before it. Prefix slots that are not used in every verb form are described in ()s.

10 9 8 7 6 5 4 3 2 1 0
a. nä- n- u- n- ök- gòt

iter- obj.2sg- dir- thm- (ł/0) subj.3sg- punch.impf
b. hë- jë- n- èh- tlot

subj.pl- gender- thm- (ł/dh) subj.3- boil.perf

Table 2: Morphological breakdown of two example verb forms: (a) nänunökgòt ‘I keep hitting you (sg) over and over
again’ and (b) hëjënèhtlot ‘they boiled (a liquid)’. Numbers corespond to those for prefix slots in Table 1. Classifier and
conjugation marker are specified in the gloss of the subject prefix (slot 1).

2.2 Language data and elicitation

The data used in this project comes primarily from in-
person elicitation done by the fourth author between
2006 and 2012 (de Reuse, 2015b) and, to a lesser ex-
tent, from in-person elicitation done by the first au-
thor between 2016 and 2022. (As is discussed in
§4.1, short stories written by one of the speakers are
also used to test coverage and build the lexicon.) In
addition to descriptive fieldwork, both the first and
fourth authors have also been involved directly in Hän
revitalization efforts since 2017, with projects yield-
ing in-person language workshops and physical lan-
guage learning materials (flashcards, language games,
a phrasebook, and a short textbook). As revitalization
efforts continue, the first author remains in close con-
tact with the Eagle Village Chief—who is also daugh-
ter to one of the remaining speakers and niece to two
others—so that all efforts can be made to fit the de-
sires and needs of the language learning community.
§5 discusses the potential future uses of aHänmorpho-
logical transducer in the revitalization process, which
the community has shown great excitement for.

2.3 Finite-state transducers

A morphological transducer is a finite-state model of
a language’s morphology such that valid forms of a
language receive one or more analyses (morphologi-
cal analysis), and a valid form of a language is output
when an analysis is input (morphological generation),
as illustrated in Figure 1.

A finite-state transducer can be a useful tool for a
marginalized language for a number of reasons. Most
directly, it can be used for linguistic research and anal-
ysis of texts. It can also expand access to language

nohʼįį<v><tv><perf><s_1pl><o_3pl>

generation ↓ ↑ analysis

hutrʼënähʼį ̀̓

Figure 1: An example of morphological analysis and gen-
eration, as different directions in the mapping between an
analysis (nohʼįį<v><tv><perf><s_1pl><o_3pl>) and a
form (hutrʼënähʼį ̀̓ ). The example translates roughly as
‘We saw them.’

technology, a crucial element for vitality of a language
in the 21st century (Kornai, 2013), including as a core
component of tools such as machine translation sys-
tems and spell checkers (Khanna et al., 2021). Ad-
ditionally, a finite-state transducer can be useful for
language revitalization as a component of pedagogi-
cal tools, such as Computer-Assisted Language Learn-
ing tools (Snoek et al., 2014; Katinskaia et al., 2018;
Ivanova et al., 2019), word-form creators (Fernald
et al., 2016; Kazantseva et al., 2018), and paradigm
generators.1 It is our intention to move to integrating
the present transducer into any of these tools that the
Hän community might find useful once the transducer
is mature enough.

3 Implementation

One major challenge presented by Dene languages
for development of a morphological transducer is the
fact that the verb morphology is complex (§2.1) and
almost entirely prefixational. Morphological analy-

1A prototype paradigm generator using transduc-
ers is available at https://apertium.github.io/
apertium-paradigmatrix/ with source code at https:
//github.com/apertium/apertium-paradigmatrix.
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ses of the type returned by transducers are usually
organised in a suffixational order: lemma, POS tag,
subcategory tag(s), grammatical tag(s), e.g.,
nohʼįį<v><tv><perf><s_1pl><o_3pl>, where
nohʼįį is the lemma, <v> represents the part of
speech (verb), <tv> represents the subcategory (tran-
sitive verb), and <perf><s_1pl><o_3pl> constitute
grammatical tags (perfective aspect, first-person
plural subject, third-person plural object). This order
is much easier to implement when subsequent gram-
matical tags match the order of added [suffixational]
morphology and occur after the stem; formalisms that
rely on continuation lexicons, such as lexc, fail to
offer a straightforward solution for non-suffixational
morphology. For such languages, including Dene
languages, a combination of several approaches is
used to circumvent these limitations: the use of flag
diacritics, intricate continuation lexicons, and col-
lapsing intricate verbal morphology into simplified
“zones” (Harrigan et al., 2017; Arppe et al., 2017;
Holden et al., 2022). The main disadvantages of
these approaches seem to be cleanliness of code (and
hence maintainability) as well as transducer size and
compilation and runtime speed.

To get around these limitations of previous ap-
proaches, the lexd formalism and compiler (Swanson
and Howell, 2021) was used to implement a model of
Hän morphology. The lexd formalism was designed
to handle non-suffixational morphology efficiently,
and has proven effective for other languages which
make use of non-suffixational morphology (Washing-
ton et al., 2021; Christopherson, 2023).

We use the Apertium framework (Forcada et al.,
2011; Khanna et al., 2021) for compilation scripts and
other features and HFST format and tools (Linden
et al., 2011) for storing andworking with the compiled
transducer, and adhere closely to the Apertium tagset
standards.2

The remainder of this section reports on the imple-
mentation of the lexicon (§3.1), aspectual verb stem al-
ternations (§3.2), and distributed morphology (§3.3),
as well as howwe deal with spelling variation and tone
spreading (§3.4), and an initial foray into implement-
ing a guesser (§3.5).3

2Described at https://wiki.apertium.org/wiki/List_
of_symbols.

3Source code is available under a free/open license at https:
//github.com/SwatLangTech/apertium-haa/. All reports of
code and performance are based on the latest code at time of sub-
mission: revision b334130, dated 2025-01-17.

3.1 Lexicon

We have mostly focused our efforts on implementing
verbal morphology. Other parts of speech have been
included in the lexicon to “clear out” the list of top
unanalysed forms over corpora so that verb forms be-
comemore visible for additional morphologywork. A
first stab at non-verbal morphology, which is limited
in Hän to pronominal possessor prefixes on nouns and
pronominal prefixes on prepositions denoting indirect
objects, has been implemented. The number of stems
of various types are listed in Table 3.

part of speech unique total

nouns 167 183
verbs 15 64
adjectives 18 20
prepositions 15 17
adverbs 6 8
conjunctions 3 4
modal words, determin-
ers, pronouns, numerals,
anthroponyms, etc.

22 23

total 246 319

Table 3: The number of stems of various parts of speech:
unique excludes spelling variants or context-dependent
stems; total is the total number of entries in each lexicon.

Uninflected verb stems in Hän are never uttered in
isolation, and verbs have different stems depending on
their patterning with aspectual morphology, so verb
lemmas must inherently be inflected for subject and
aspect. We originally selected the 3rd person singular
imperfective form of a verb as its lemma for morpho-
logical reasons—primarily that this form is also used
as a base on which the 1st person plural and 3rd per-
son plural forms are built, and thus is present in three
of six person/number combinations. However, recent
speaker judgments suggest that the 1st person singular
imperfective form feels like a more appropriate label
for the verb, so we will be transitioning to a 1st person
singular imperfective lemma system.

3.2 Aspectual verb stem alternations

Verb stems in Hän take different forms depending on
the aspect marker they pattern with, as well as (in
some cases) whether the subject is singular or plural.
Since these alternations are unpredictable, they could
not easily be encoded as phonological alternations. In-
stead, we implemented these alternations using filter
tags, a feature of lexd. An example is provided in
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Code Block 1.
Additionally, subject markers take different forms

based on the classifier and conjugation marker associ-
ated with the verb. These alternations are also unpre-
dictable and could not be treated as phonology. In this
case also we used filter tags to match verb entries to
the appropriate set of subject markers.

The result is that there are currently 173 entries in
the subject lexicon (excerpt in Code Block 2), which
includes the morphology for all person categories
matched to each combination of classifier and conju-
gation marker, as well as variant forms.

Besides indexing the relevant tags in each entry of
each lexicon, tags must be matched at the level of
the pattern (pattern example with tags shown in Code
Block 3).

3.3 Distributed morphology

The implementation of the transducer needed tomodel
the distribution of subject morphology across three
slots of the verb structure (Table 1). This was done by
making multi-column lexicons for verb morphology,
as shown in Code Block 1. The verb lexicon currently
includes four columns: one for disjunct prefixes asso-
ciated with the given verb, one for the directive pre-
fix associated with the given verb, one for the theme
prefix associated with the given verb, and one for the
stem. This treats the lexical entries for verbs as con-
sisting of all four parts.

The different columns and associated morphology
(e.g., Code Block 2) are referenced from a pattern that
follows the structure of verbs in Hän. The pattern for
transitive verbs currently in the transducer is shown
in Code Block 3. This pattern does not yet implement
the disjunctive prefix, or the gender/qualifier slot.

3.4 Spelling variation and tone spreading

There are a number of challenges for analysis related
to orthography.

First of all, due to the small number of remain-
ing speakers, as well as inconsistencies among our
data sources, tokens of the same word often vary in
spelling. We add variant forms of an entry to the lex-
icon in a way where only one variant (the one deter-
mined to be canonical) is included in the generator,
but all variants are included in the analyser. This is
done by simply including a control sequence (Dir/LR,
a convention established by the Apertium community)
in the comments of all but the canonical form in the
lexd file, and including code in our compile script to
strip all lines containing that control sequence when

compiling the generator. Currently there are 56 in-
stances of this control sequence in the transducer code.

Additionally, the tone system of Hän features inter-
lexical tone spreading: if the last (or only) syllable of
a word has a low tone, this low tone can spread to the
following syllable of a subsequent word, if that sylla-
ble is not then followed by another low tone (Lehman,
2018). Notably, this spreading skips over schwas. In
many instances however, this standard is not strictly
adhered to in the orthography. Practically, this means
that the first non-schwa vowel of a token may be writ-
ten with an otherwise unexpected low tone (e.g., ä̀ for
expected ä).

A related challenge is the differing encodings of
various characters. For example, the ‘ą̀̈’ charactermay
be encoded as the character ‘a’, followed by a combin-
ing ogonek, followed by a combining diaeresis, fol-
lowed by a combining grave (which we treat as the
canonical encoding).4 However, it may also be ren-
dered with any order of combining diacritics, or with
a precomposed character (such as ‘ä’ or ‘ą’) with only
the additional diacritics added as combining charac-
ters (again, in any order). Normally the transducer
will only recognise characters in the particular encod-
ing that material is entered with, and not visually sim-
ilar characters with different encodings.

To overcome regular spelling alternations, differ-
ing encodings, and the possibility of an additional low
tone, we implemented a layer of “spellrelax” rules
(which allow for alternative spellings), implemented
as a list of foma-style rules (each its own mini trans-
ducer). Each rule allows alternate character sequences
for a given canonical character sequence, and the com-
bined ruleset is compose-intersected with the base
transducer to create the final analyser. An example
of two spellrelax rules is provided in Code Block 4.
Currently there are 28 implemented spellrelax rules
for the Hän transducer.

3.5 Guesser

By leveraging the morphological patterns of the trans-
ducer and a regular expression, a transducer may be
used as a guesser. A guesser is a transducer which an-
alyzes forms of stems which are not part of the trans-
ducer’s lexicon. The output when analyzing such a

4The canonical order in the transducer is based on Uni-
code NFKD (Normalisation Form Compatibility Decomposi-
tion); we do not perform the additional composition required
of NKFC (NFKD, followed by Canonical Composition) in or-
der to maintain compatibility with the Hän keyboard available
from the Yukon Native Language Centre (https://ynlc.ca/
fonts-keyboards/), and so that the low-tone diacritic may be
directly manipulated in cases of tone sandhi.
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LEXICON VerbStem-Iv(4)

[0cl,impf,0cm,sg]: [0cl,impf,0cm,sg]: [0cl,impf,0cm,sg]:n> nähaa:haa[0cl,impf,0cm,sg]
[0cl,perf,n,sg]: [0cl,perf,n,sg]: [0cl,perf,n,sg]:n> nähaa:zhaa[0cl,perf,n,sg]
[0cl,fut,0cm,sg]: [0cl,fut,0cm,sg]: [0cl,fut,0cm,sg]:n> nähaa:haw[0cl,fut,0cm,sg]
[0cl,perf,n,pl]: [0cl,perf,n,pl]: [0cl,perf,n,pl]:n> nähaa:jeww[0cl,perf,n,pl]
[0cl,fut,0cm,pl]: [0cl,fut,0cm,pl]: [0cl,fut,0cm,pl]:n> nähaa:däẁ[0cl,fut,0cm,pl]

Code Block 1: An example of a verb entry for the verb nähaa ‘go, come, arrive’. Filter tags are specified within []
and separated by commas, and are used to encode grammatical properties of the lines (e.g., [0cl,impf,0cm,sg] encodes
0-classifier, imperfect, 0-conjugation marker, singular). Columns (discussed in §3.3) are disjunct prefix (empty with this
verb), directive (empty with this verb), thematic prefix (n-), and stem (varying by imperfective, perfective, future, as well
as singular and plural). The plural imperfective stem is not in our data sources. Content outside filter tags is separated by
colons: the left side contains elements of the analysis (e.g., in the last column containing the lemma, nähaa) and the right
side contains elements of the form (e.g., the thematic prefix n- and the individual stems).

LEXICON subject(4)

[ł,impf,0cm,non3Ssub,sg]: [ł,impf,0cm,non3Ssub,sg]: [ł,impf,0cm,non3Ssub,sg]:ök> [ł,impf,0cm,non3Ssub,sg]<s_1sg>:
[ł,impf,0cm,non3Ssub,pl]: [ł,impf,0cm,non3Ssub,pl]:trʼ{E}{¨}> [ł,impf,0cm,non3Ssub,pl]:oh> [ł,impf,0cm,non3Ssub,pl]<s_1pl>:
[ł,impf,0cm,non3Ssub,pl]:h{E}{¨}> [ł,impf,0cm,non3Ssub,pl]: [ł,impf,0cm,non3Ssub,pl]:oh> [ł,impf,0cm,non3Ssub,pl]<s_3pl>:

Code Block 2: Some examples of entries in the subject lexicon. The first column provides content for plural marking in
third person, the second column provides content for plural marking in first person, the third column provides remaining
subject marking, and the fourth column provides the relevant morphological tags. Filter tags currently must be included
in every column (a limitation of lexd), and in this case specify that this morphology patterns with ł-classifier verbs, im-
perfective aspect, a non-third-person-singular subject, and singular or plural subject (cf. Code Block 1).

(subject(1) object?(1) subject(2) object?(2) :VerbStem-Tv(2) aspect(1) VerbStem-Tv(3)
subject(3) [ :{NOV} ] VerbStem-Tv(4) [ <v><tv>: ] VerbStem-Tv(2): aspect(2) subject(4)
object?(3))[^[3Ssub,non3Ssub],^[impf,perf,incp,fut,opt],^[sg,pl],^[l,d,0cl,ł],^[0cm,dh,gh,n]]

Code Block 3: The current pattern for transitive verbs (no line breaks in the transducer entry). The elements before the
verb stem (VerbStem-Tv(4)) reference the content of the various prefix slots. Material after the anonymous lexicon that
consists of <v><tv> tags reference grammatical tags matching the prefixes, as well as the filter tags used to match elements
of lexicons to one another.
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.o. [ ?* [ ̨̈(->) ̨̈] ?* ]

.o. [ ?* [ i ̨(->) į ] ?* ]

Code Block 4: Two spellrelax rules currently used in the
transducer. The .o. character is the compose operator, to
compose each rule with the other rules. The first example
allows either order of ogonek and diaeresis combining dia-
critics. The second rule allows a precomposed ‘į’ character
for what is encoded in the transducer as an ‘i’ character fol-
lowed by a combining ogonek diacritic.

form is the stem in place of the lemma, a full analy-
sis, and information about the paradigm the form was
successfully analyzed using.

Initial attempts at a guesser were implemented for
some of Hän’s verbal morphology by adding wild-
card entries to the verb lexicon (excluded from nor-
mal compilation) with filters matching each of Hän’s
four verb classifiers with the zero conjugation marker.
These four patterns were repeated twice, once with no
thematic prefix, and once with an n thematic prefix,
for a total of 8 entries. (Quite a few more would be
needed for a complete set of entries.) An example is
shown in Code Block 5.

An example of output from the guesser is
shown in Code Block 6, using the example
shënähtthee ‘you all are barking at me’ (the
verb stem of which is not in the transducer).
The returned set of analyses includes the correct one
(<GUESSER_ł_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>),
correctly revealing that the input token is a second-
person plural subject form of an imperfective stem
tthee of an ł-classifier verb with an n thematic prefix
and a first-person singular object. However, other
analyses are returned as well.

The guesser often returns a 3rd singular imperfec-
tive of a ∅-classifier verb. This is due to the fact
that the 3rd singular imperfective subject prefix is
null for ∅-classifier verbs. The entirety of the input
form is then guessed as the root. Removing these
extraneous analyses was done by implementing twol
rules (Code Block 7) that restrict the possibilities for
guessed roots. No verb roots in the language appear to
begin with a vowel or ‘h’ or ‘n’ followed by a conso-
nant. Additional work is needed to further restrict the
options, perhaps by prioritising more complex ones
using weights.

4 Evaluation

The transducer was evaluated for naïve coverage
(§4.2) using available texts and elicitation sentence
data (§4.1) and on its runtime and space require-

ments (§4.3).

4.1 Corpora

The coverage of the transducer was evaluated against
several texts. The first set of texts come from two col-
lections of short stories written by native speaker Ruth
Ridley (Ridley, 1983, 2018), totaling ~3.3k tokens.
The stories weremanually transcribed (with some aug-
mentation using OCR) to ensure accuracy and proper
encoding.

The second set of text came from elicited sentences
accompanying verb paradigms in de Reuse (2015b).
Sentences were extracted using a script to filter out
English, author comments, organizational codes, and
Hän data that was not in sentence format. After filter-
ing, the document contained ~11.5k words.5

4.2 Naïve coverage

Naïve coverage was measured as the raw percentage
of tokens that were analyzed by the transducer, regard-
less of accuracy. Coverage numbers are shown in Ta-
ble 4.

The higher coverage numbers on the stories corpus
can be accounted for by several factors. First of all,
the elicited sentences include a full range of verbs in
the language, as opposed to handful of common and
domain-specific verbs as in the stories. Additionally,
the stories include common nouns, prepositions, and
other uninflected parts of speech that are much less
common in the sentences corpus (and which were eas-
ily included in the transducer lexicon).

Other reasons the sentences corpus has lower cov-
erage include that (1) there was minimal punctua-
tion in the corpus, especially since the sentences did
not include sentence-final punctuation; (2) there were
many words with differently encoded symbols (using
private-use-area code points, presumably for a custom
font) which we have not yet integrated into spellrelax;
and (3) this corpus contains examples from multiple
speakers and dialects, and much of the attested varia-
tion has not yet been incorporated into the transducer.

Overall, the verb paradigms were the principal
source of data for implementing the transducer lexi-
con, so it is a good sign that it does analyze a large
portion of the examples in the data. Coverage on this
corpus can be increased by adding more verb stems to
the lexicon (the existing morphology should be robust
enough to support most cases), implementing more
spellrelax rules to account for differences in encod-
ing and orthography, and including more phonolog-

5There are ~4.5k sentences; i.e., they are on average very
short.
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[ł,0cm]: [ł,0cm]<GUESSER_ł_0cm_nthm>: [ł,0cm]:n> /([a-zʼ\\̈\̀]̨)+/[ł,0cm]
[l,0cm]: [l,0cm]<GUESSER_l_0cm_nthm>: [l,0cm]:n> /([a-zʼ\\̈\̀]̨)+/[l,0cm]

Code Block 5: Two guesser entries in the verb lexicon: one for l-classifier verbs and one for ł-classifier verbs. The columns
match those in Code Block 1; an n thematic prefix is included in the third column. The regular expression in the fourth
column occupies both sides of the separator, so the transducer includes the matching stem on both the analysis and the
morphological side. For this reason, the guesser tag must be included in a different column than (and hence occurs before)
the stem.

<GUESSER_0cl_0cm>nähtthee<v><tv><impf><s_3sg><o_1sg>
/<GUESSER_0cl_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>
/<GUESSER_d_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>
/<GUESSER_ł_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>

Code Block 6: Analyses returned by the guesser given the input shënähtthee ‘you all are barking at me’ (a verb form whose
stem is not in the transducer). The correct analysis is the fourth one, highlighted in bold for presentation purposes.

"restrict guessed forms with vowel-initial stems"
Vowel:Vowel /<= %{NOV%}: _ ;

"no hC- or nC- initial stems guessed by guesser"
C1:C1 /<= %{NOV%}: _ Cons:Cons ;

where C1 in ( h n ) ;

Code Block 7: twol rules that restrict guesser possibilities.
{NOV} (“no vowel”) is a control symbol included in the tran-
sitive verb pattern before the stem (Code Block 3). The /<=
operator excludes from the compiled transducer any path
matching the pattern.

corpus tokens ambiguity coverage

stories 3 275 1.08 60.40%
elicitation data 11 479 1.10 21.87%

Table 4: Naïve coverage results by corpus. Corpus size is
presented in number of tokens as determined by the anal-
yser. Ambiguity (average number of analyses per form) is
also included.

ical rules to better predict the morphophonology of
long sequences of prefixes.

4.3 Size and speed

As of publication, the generator has 19 824 states and
23 105 arcs and a non-cyclical expansion of the gen-
erator6 yields 4 286 analysis-form pairs, taking ap-
proximately 280ms to expand on a 3.5GHz Intel i9-
9900X CPU, and running a simple coverage script
on the 3.3k-token stories corpus takes approximately
125ms.7 The compiled generator is 367kB the com-
piled analyser is 859kB and the compiled guesser is
6.7MB

Compilation of the entire transducer—including
6hfst-expand -c0 haa.autogen.hfst
7All data files and utilities are stored on a 2019-era Samsung

970 Pro NVMe SSD.

morphology, morphophonology, guesser, and
spellrelax—using a single thread on a 10-core
3.5GHz Intel Core i9-9900X CPU takes approxi-
mately 30 seconds total and uses a maximum of
652MB of RAM. Use of additional threads brings
compile time down to around 14 seconds.

While these are encouraging numbers given the
complexity of the existing morphology, it is difficult
to know how size and speed will scale as the lexicon
is expanded and additional morphology is added.

5 Next Steps

Themost pressing next steps are to continue to expand
the transducer in all ways, including lexicon, morphol-
ogy, and phonological alternations.

The primary motivation for creating this transducer
is pedagogical. Specifically, we envision the trans-
ducer’s use in tools that can be used by language learn-
ers, such as a verb-form generator, a paradigm gen-
erator, or a translator working at the sentence level
rather than the word level (examples for other lan-
guages cited in §2.3). Such resources would be in-
credibly valuable to Hän language learners, many of
whom do not have the opportunities for frequent con-
tact with the few remaining speakers. Existing revi-
talization materials, being limited to slide shows and
printed physical materials, do not cover many verbs
or full conjugation paradigms. Hence any of these re-
sources would be a significant addition to current re-
vitalisation efforts, but would have to be built for use
by non-technical audiences (e.g., avoiding linguistic
terminology wherever possible). Community leaders
have expressed excitement at the prospect of materials
like these becoming available to the community.

As with all resources created for Hän, prototypes
will be presented to the Hän community to allow their
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preferences to guide resource development, so that the
resulting resources are only those that are deemed ben-
eficial by the speakers and learners themselves.

Finally, we also plan to account for systematic
spelling and vocabulary differences found between
the the Eagle (Alaska) and Moosehide (Yukon) di-
alects of Hän, so that any pedagogical resources pro-
duced will be equally accessible to both communities.

6 Conclusion

To our knowledge, we are publishing the first mor-
phological transducer for a Dene language written in
lexd. Not only have we shown that it is possible to
implement Dene morphology in lexd, but that it has
many advantages over previous approaches to Dene
morphology using lexc (see §3): the code is much
cleaner (and hence the transducer is more easily main-
tained and expanded), and the resulting transducer is
small and its compilation and runtime speeds are fast.
Our hope is that an efficient transducer will allow us
to create helpful and easy-to-use language resources
to aid the revitalization of the Hän language.
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Abstract

We compare the outcomes of multilingual and
crosslingual training for related and unrelated
Australian languages with similar phonologi-
cal inventories. We use the Montreal Forced
Aligner to train acoustic models from scratch
and adapt a large English model, evaluating
results against seen data, unseen data (seen lan-
guage), and unseen data and language. Results
indicate benefits of adapting the English base-
line model for previously unseen languages.

1 Introduction

Forced Alignment (the matching of textual anno-
tations with audio and/or video data, particularly
at the level of phonological segments) is a very
useful step in language analysis. Software such as
ELAN (Wittenburg et al., 2006) allows straightfor-
ward (but mostly manual) transcription and align-
ment at the granularity of utterances. Alignment
algorithms such as the Montreal Forced Aligner
(McAuliffe et al., 2017) take utterances and align
them at the level of words and segments, allowing
a much greater array of analytical possibilities.

Forced Alignment requires an acoustic model
and information about the mapping between the
transcription system and the phonemes in the lan-
guage (g2p). Acoustic models require training
data, and the paucity of available materials for
low-resource languages leads to lower model per-
formance. Low-resource language materials are
disproportionately created in naturalistic environ-
ments (outside quiet, controlled lab settings) and so
in addition to having smaller amounts of data, the
data that is there may be disproportionately difficult
to work with.

Various methods exist for increasing perfor-
mance, including a) using a very high resource
language (mostly English) and adapting phoneme
mappings to the high resource language; b) adapt-
ing a high-resource language model; c) using a

closely related high-resource language model; d)
using pretrained spoken term detection to identify
particular words (San et al., 2021); or e) training
a language-specific model despite small amounts
of data and correcting manually. Chodroff et al.
(2024) compared these techniques and found that
for small amounts of data (under approximately
25 minutes for their Urum and Evenki datasets),
large cross-language and language-specific acous-
tic models were effective, but where the amount of
low-resource data is larger than about 25 minutes, a
model trained on that data is as effective. Findings
by San et al. 2024 show that crosslingual transfer
from models, as one might expect, is more effective
when the languages are phonologically similar.

For forced aligning Australian Indigenous cor-
pus data, however, the question is somewhat dif-
ferent. In this case, we have a large number of
phonologically similar (Round, 2023) but small
corpora, which vary by number of contributors,
circumstances and dates of recording, and lan-
guage phonotactics. Since the languages are phono-
logically (and perhaps phonetically; Fletcher and
Butcher 2014; Tabain et al. 2016) similar, pool-
ing data should lead to more robust and accurate
alignment models. Conversely, since the languages
differ in phonotactics (Macklin-Cordes et al., 2021)
and comprise different speakers, the increase in
heterogeneity may limit improvements in model
performance. Moreover, since even pooling data
does not make the model “large” by “large corpus”
standards, it may still be preferable to use or adapt
a large model.

For small corpora, overfitting is seldom a prob-
lem; model performance on the data at hand is
often the sole criterion. In this case, however, we
care about performance increases on both held-out
data and held-out languages, as we will continue to
develop the corpus and hope the release models for
others working with Australian language data.

In this paper, we describe results of model train-
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Language Language Family Reference Collector Minutes
Bardi Nyulnyulan A: Bowern C05 Claire Bowern 108
Gija Jarrakan E: 0098MDP0190 Frances Kofod 157
Kunbarlang Gunwinyguan E: 0384SG0324 Isabel O’Keefe; Ruth Singer 16
Ngaanyatjarra Pama-Nyungan P: WDVA1 Inge Kral 53
Yan-nhangu Pama-Nyungan E: dk0046 Claire Bowern 290
Yidiny Pama-Nyungan A: A2616 R.M.W. Dixon 50

Table 1: Corpus information. A: AIATSIS; E: Elar; P: Paradisec

ing and evaluation for 5 MFA acoustic models.
While previous work (DiCanio et al., 2013; John-
son et al., 2018; Babinski et al., 2019) has com-
pared different alignment methods, here (as in
Chodroff et al., 2024) we focus on comparing dif-
ferent acoustic language models within MFA.

We find general agreement between all but the
model trained on the smallest amount of data.
Adapting the English model for a crosslingual Aus-
tralian dataset improves performance on held-out
languages more than for held-out data from lan-
guages already in the dataset. Measurements of
vowel space are equivalent for all except the small-
est model when applied to seen languages, but there
is more variation when applying models to a new
language. This suggests that similarity among Aus-
tralian language phonetics should be further inves-
tigated.

2 Methods and Data

2.1 Datasets

Datasets for this paper were downloaded from non-
restricted collections in the ELAR1 and Paradisec2

digital language archives, along with materials pre-
viously received from AIATSIS.3 These materials
are a subset of the collections which were used
in Babinski (2022). Corpus references are in Ta-
ble 1. The total amount of training data for the
current study is roughly 10 hours, with individ-
ual languages ranging from 15 minutes to nearly 5
hours of audio.

Some of the materials used here were initially
used to compare forced alignment algorithms in
Babinski et al. (2019), and the full cleaned dataset
was used for Babinski (2022). The data pipeline
involved word-level segmentation with the p2fa
forced alignment suite (based on HTK) and sub-
sequent manual correction in Praat (Boersma and

1www.elararchive.org
2www.paradisec.org.au
3mura.aiatsis.gov.au

Weenink, 2021). Manual correction included re-
aligning substantially misaligned segments (for ex-
ample, segment boundaries placed in the wrong
word) and moving boundaries placed where no hu-
man annotator would place them. In this paper,
those manually reviewed files are the comparator
against which we evaluate the accuracy of the force
aligned files.However, we acknowledge that it is
misleading to claim that there exists a single cor-
rect boundary between two phones due to smooth
transition between phones that results from overlap
(e.g. Liberman et al. 1967) and that even expert an-
notators vary in regard to where they place phone
boundaries. Moreover, some segments (such as
word-initial glottal stops) might not have any de-
tectable onset boundary. We compare models to
human annotated data but acknowledge that such
datasets are themselves subject to further scrutiny.

The languages that form the basis of this com-
parison do not have identical phoneme invento-
ries. They differ as to whether they have phonemic
vowel length (or not) and whether they have two
series of stops or one. For languages with two
stop series, the contrast is between voicing, length,
or perhaps tense/laxness (or some combination of
these features).

2.2 Preparing Input

Since the audio data collected for this experiment
comes from a variety of sources, we preprocessed
the data to standardize it and to ensure that (a)
the data is processed as expected by the various
MFA models we created and trained and (b) all
datasets created have the same formatting. This
processing included the removal of partially tran-
scribed words, cleaning the transcription tier of an-
alytical comments, and some transcript adaptation
(such as the removal of hyphens). TextGrids pro-
cessed for model evaluation underwent additional
processing to match it with the expected output of
the MFA model, such as removal of words shorter
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than 0.1s in duration. We did not alter transcripts.4

Two datasets were created for model training. One
of them is the Yidiny-Train corpus, comprised of
38 minutes of audio data. The other is the Big5
dataset, comprised of the entirety of the Bardi, Gija,
Ngaanyatjarra, and YanNhangu corpus, and the
Yidiny-Train corpus. The Big5 has a total dura-
tion of 646 minutes. Three datasets were created
for model evaluation. The first is the same as the
Yidiny-Train corpus, and the second is the com-
prised of the remaining 12 minutes of Yidiny data
the models didn’t train on. The last test corpus is
the Kunbarlang corpus, which no model has trained
on.

It must be noted that although similar, the phone-
mic inventories of these languages are different
enough to play a significant role in the alignments
generated. Notably, Kunbarlang’s phones are not a
proper subset of Yidiny’s, with the tense stops /p
t ú c k/, mid-vowels /e o/, and the retroflex nasal
/ï/ all present in Kunbarlang but absent in Yidiny.
All of Kunbarlang’s phones are present in at least
one of the models in the Big5 training set, with the
exception of the mid front vowel /e/ which is not
present in any of the Big5 languages. The impact
of these inventory asymmetries is discussed in the
section on results.

2.3 Acoustic Models

Five acoustic models were used for this experiment.
The first two of these acoustic models were trained
from scratch on the Yidiny-Train and Big5 corpora.
The remaining three models use the English MFA
3.1.0 acoustic model (McAuliffe and Sonderegger,
2024), which is trained on over 3,600 hours of
global English. In order to use the English models
for non-English data, we used the methodology
described in Dolatian (2024). The English base
model was used in its off-the-shelf form as one of
the models we evaluated. The other two English-
based models were created by adapting the English
model to the Yidiny-Train and Big5 corpora.

The dictionary was created from the corpora by
creating a single wordlist of all language data to be
included and replacing graphemes in the language
orthographies with equivalents from the Interna-
tional Phonetic Alphabet. Since all languages used
phonemic transcription systems this was straight-
forward.

4These transcripts do not mark pauses or hesitations in the
original. We did not review transcripts for accuracy beyond
what was completed for earlier publications.

2.4 Eval
We evaluated models against two criteria in three
different testing settings. The first criterion is pre-
cision, defined as the distance in milliseconds be-
tween the human annotated onset boundary and the
MFA aligned interval’s onset boundary, where a
positive value indicates the aligned onset boundary
is placed after the human annotated onset boundary.
To check for both accuracy and precision, we look
at the mean and standard deviation for these values,
which we call “diffs".

The second criterion is analysis comparison.
Since the aligned output of a model is used for
phonetic analysis, we compare vowel charts cre-
ated from these model against those created by the
human annotated files. To test for accuracy and pre-
cision, we plot ellipses centered around the mean
formant values for the data using the matplotlib
package in Python (Hunter, 2007). Formants were
extracted using Parselmouth (Jadoul et al., 2018)
and measurements averaged across each vowel.

The three testing settings correspond to the three
human annotated datasets described in the previ-
ous subsection. They are: Yidiny-seen (comprised
of Yidiny data the model has trained on), Yidiny-
unseen (comprised of Yidiny data the model has
not trained on), and Kunbarlang (comprised of Kun-
barlang data). Note that all models except English-
base have trained on some amount of Yidiny data,
and that no models have trained on any Kunbarlang
data.

3 Results

3.1 Precision
Figures in this section present the rules of mean
differences in onset alignment of segments in mil-
liseconds, where a positive value means that the
forced-aligned onset boundary has a greater times-
tamp than the human annotated onset boundary (i.e.
it is further on in the file).

Figure 1 shows 15 histograms, where each row
is a different model and each column is a different
testing setting. The histograms only plot values
in the range of [-205, 205] milliseconds, with the
percentage in the top left equal to the percent of
total tokens that were excluded from the histograms
due to being out of this range. The number below
represents the test tokens per testing setting that
were in the range.

From this, we see that all diffs are approximately
normally distributed with a mean near 0. Models
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Figure 1: Onset boundary differences for all models across all testing settings.
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Figure 2: Yidiny seen data; mean precision

Figure 3: Yidiny unseen data; mean precision

trained from scratch have more spread, which is
especially notable with the lower number of bound-
aries that differ from the human annotated bound-
aries by [-5, 5] ms. Although the histograms seem
roughly symmetrical, there is tendency for English-
based models tested on unseen data to place bound-
aries slightly ahead of the human annotated ones,
as is seen by the higher number of tokens falling
in the [5, 15] bin than the [-15, -5] bin for those
models.

Figure 2 gives the results for seen language data.
In this condition, the best performing model is
the English model adapted to other Australian lan-
guages; however, adaptation only gives marginal
improvements compared to the unadapted English
model. Unsurprisingly, the best gains arise from
segments which are not well represented in the En-
glish data (trilled rhotics, IPA /r/), while the gains
over using a model trained only on Australian lan-
guages are those segments which are rare (long
vowels) or difficult to identify boundaries for (ap-
proximants).

For held-out Yidiny data, results are similar (see
Figure 3). Here are there larger gains from adapt-

Figure 4: Kunbarlang (unseen), mean precision

ing, but the adapted model does worse than the
unadapted one on trills and long vowels. This
might imply that there are characteristics of in-
dividual audio files that are affecting the results
(we made no attempt to control for constant back-
ground noise, for example). Interestingly, the mean
absolute diffs across only the models trained from
scratch is greater for testing on unseen data than
seen data.

Fig. 4 shows results for Kunbarlang, a language
that no model trained on. Overall, all models per-
form worse on Kunbarlang than Yidiny data in
either setting. For Kunbarlang rhotics and approxi-
mants, English-based models consistently predict
the boundary is ahead of the human annotated
boundaries while from-scratch models consistently
predict the opposite. The Kunbarlang setting is also
the setting where we see the greatest difference in
the accuracy of the models trained from scratch on
the Big5 dataset and the Yidiny dataset. This is not
surprising, as there are many phones in Kunbarlang
which are not present in Yidiny but are present in
one of the Big5 languages.

Models trained from scratch on multilingual Aus-
tralian data do very poorly on held out data, imply-
ing, perhaps, that there is not as much similarity
between Australian languages as has been previ-
ously asserted, or that at least models are not able
to take advantage of the similarities that do exist
between languages.

Since a model with high accuracy and low pre-
cision would give an illusion of excellent perfor-
mance, heatmaps for the standard deviation of on-
set boundary per natural class is provided below.
Figure 5 shows the standard deviation of the diffs
for models tested on seen Yidiny data.

In this condition, the most consistent model is
again the English model trained on the data from
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Figure 5: Yidiny (seen language) seen data, standard
deviations of precision

Figure 6: Yidiny (seen language) unseen data, standard
deviations of precision

5 languages. Perhaps surprising however, is the
comparable precision of all 5 models. The English
based models also differ from the models trained
from scratch in the natural class of phones that they
align most precisely, with the English models’ trill
and approximant onset boundaries differences with
the human annotated data having a lower standard
deviation than the models trained from scratch.

As seen in Figure 7 testing on unseen language
Kunbarlang, we find that all English models give
more precise onset boundaries than their from-
scratch counterparts fairly independently of the
natural class of the phone. Adapting an English
model also gives more precise measurements than
the base English model, although for both English-
adapted and from-scratch models, attempting to
augment the training data with data from related
languages lowers precision.

The biggest differences between the precision
of the from-scratch and English-adapted models
occurs for a language that was not in the training
data (see Figure 7). In the unseen language setting,
training on the Big5 dataset results in a notable

Figure 7: Kunbarlang (unseen language) unseen data,
standard deviations of precision

improvement in precision in precision compared to
training only on Yidiny data.

3.2 Analysis Comparison

As one might expect, given the overall similarity
in precision of boundary identification discussed
above, vowel dispersion plots show minimal differ-
ences between models. The exception is the model
trained from scratch on a single Australian lan-
guage which consistently has noticeably different
vowel ellipses from the other from-scratch model
and the English-based models.

For all plots, a character representing the stan-
dard IPA transcription for the vowel quality is
placed at the mean F1, F2 of the vowel, and el-
lipses are drawn with the horizontal and vertical
axes of the ellipse representing two times the stan-
dard deviation of F2 and two times the standard
deviation of F1 respectively. The color of the char-
acter and the ellipse corresponds to the model used
to generate alignment. Black solid lines represent
the plots made with formant values extracted from
the human annotated files.

Figure 8 shows vowel plots for the three short
vowels in Yidiny. There is much similarity in the
ellipses and mean values for each value, with the
exception of the from-scratch model trained only
on Yidiny data. All English-based models and
the from-scratch model trained on more data pro-
duce analyses with similar ellipses as the human
annotated files. The same trend of highly accu-
rate means and ellipses can be seen with the short
vowels in the Yidiny-unseen testing setting (see
Figure 8). Again, the only model which seems to
produce notably incorrect results is the Yidiny-only
model.

There is more variation in the analyses of long
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Figure 8: Comparison of vowel space measurements
(F2:F1), short vowels, Yidiny seen data

Figure 9: Comparison of vowel space measurements
(F2:F1), short vowels, Yidiny unseen data

vowels than short vowels, as is seen in Fig. 10. The
tendency for the model trained on five Australian
languages from scratch to perform similarly to the
English-based models is no longer observed, with
the ellipses of long vowels being not only larger
than the English-based models but also larger than
the model trained from scratch on less data. Again,
the predictions of English-based models are nearly
identical to those derived from human annotated
data.

The relationship between Yidiny-unseen short

Figure 10: Comparison of vowel space measurements
(F2:F1), long vowels, Yidiny seen data

Figure 11: Comparison of vowel space measurements
(F2:F1), long vowels, Yidiny unseen data

Figure 12: Comparison of vowel space measurements
(F2:F1), short vowels, Kunbarlang (unseen language)
vowel ellipses

and long vowels mirrors that between Yidiny-seen
short and long vowels (see Figure 11). English-
based models give similar vowel analyses to the
human annotated data, but the models trained from
scratch are noticeably inaccurate, with ellipses that
are notably larger than the ellipses generated from
human annotated data.

Kunbarlang has a five vowel system that does
not contrast for vowel length. No model provides
an analysis almost identical to the human annotated
standard, but all English-based models demonstrate
high accuracy with means approximating the hu-
man annotated boundaries well. The model trained
from scratch on Yidiny is notably inaccurate for
the mid and low vowels. The model trained from
scratch on the Big5 dataset provides similarly inac-
curate results for /e/, which is also not present in
any Big5 language, but shows better results for /o/
which is present in Bardi. The models trained from
scratch are imprecise in this setting, with ellipses
that do not approximate the human annotated el-
lipse. The vowel ellipses of English-based models
approximate the human annotated ellipses more
closely than the from-scratch models.

106



Figure 13: Typical set of textgrids of Yidiny seen
data, with the scratch(big5) (top), English-adapted(big5)
(middle), and human corrected (bottom) textgrids, illus-
trating errors in alignment.

3.3 Further Comments on Errors

In order to further investigate common types of
errors, we manually compared and spot-checked
alignments in Praat. Figure 13 shows an example
textgrid of Yidiny seen data, with the scratch(big5)
(top), English-adapted(big5) (middle), and human
corrected (bottom) textgrids placed on top of one
another for comparison. To investigate the major
sources of misalignments, we tagged the first 100
items in the file that varied from human-annotated
data by more than 100 ms. Errors in the test
(Yidiny-unseen) data are similar in kind and rel-
ative frequency, but more copious. While human
annotators may differ in the placement of bound-
aries in continuous data, the mismatches studied
here are considered errors because for these cases,
the alignment models place boundaries in areas
where no human annotator would do so.

One third of the tagged errors arose from difficul-
ties in identifying stop boundaries: onsets to stops
in initial position, or onset or offset of closures in
medial position. Yidiny stops (as has been reported
for other Australian languages) can have debuccal-
ized realizations, with extensive lenition and no
clear closure or release burst (see, for example, En-
never et al. 2017). Almost another third arise from
nasal boundaries in medial or final position. Most
of the rest of the errors come from intervocalic
rhotic, lateral, or glide identification vis à vis ad-
jacent vowels. Such errors (except for those with
initial and final segments) affect measurements of
surrounding segments; 2/3 of the errors involved
word-internal segments.

4 Discussion and Conclusion

Overall, we find that the most accurate models
across all testing settings were the models with
the global English model as a base. For seen data,
English-based models slightly outperformed mod-
els in mean diff compared to models trained from

scratch. However, when aligning unseen data from
a seen language, English-based models produced
mean diffs equal to about half of their from-scratch
counterparts. This is consistent with the robustness
of English models, a result of training on extremely
large amounts of data. For the unseen language
setting, English-based models have about half and
a third of the mean absolute diff than the multilin-
gual and monolingual models trained from scratch
respectively. These findings suggest that English-
based models are consistently more accurate than
models trained from scratch in settings where there
is little to no data for the target language.

In terms of adapting, we find that adapting the
English-base model on the Big5 corpus provided
marginal improvements for the Yidiny-seen and
Kunbarlang settings compared to adapting on only
the Yidiny-train corpus, but not for the Yidiny-
unseen setting, suggesting that adapting on more
data from related languages might “dilute” the
effects of training on the language being tested
on. All models struggled with rhotics, trills, and
approximants, which is probably a result of the
lack of good correspondences for the rhotics and
trills present in Australian languages and a lack
of a clear transition from the onset and offset for
sounds belonging to these natural classes. However,
across all settings the improvements of adapting an
English-based model are marginal.

Of the three testing settings, we find that training
a model from scratch on a multilingual dataset pro-
vided a notable 29% improvement when testing on
a language that the models have never seen before.
This fits with the intuition that a model trained on
more languages has more flexible representations
for what each phone may look like, and is thus bet-
ter able to leverage that knowledge in a new setting.
This effect is much more noticeable in situations
where a phone in the testing language is not present
in the monolingual dataset but is present in at least
one language from the multilingual dataset. This
is exemplified with the vowel plots on Kunbarlang
data, where both models trained from scratch strug-
gle with plotting /e/ to its absence in the training
data but the Big5-trained model gives a much bet-
ter analysis of /o/ due to its presence in Bardi. It
should be noted that /o/ still appears infrequently in
Bardi, with it being the least frequent vowel quality
and the only one to lack a long counterpart.

The improvement from training on more multi-
lingual data is minimal for the Yidiny-seen setting,
and actually negative for the Yidiny-unseen setting,
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suggesting that more data from related languages
won’t necessarily increase performance when test-
ing on seen data and may actually hinder perfor-
mance when testing on unseen data from a seen
language. This can be explained using the same
logic of “diluting” the data described in the previ-
ous paragraph.

The above results are mirrored when looking
at the vowel analyses produced by the alignments
output by the various models. For all testing set-
tings, the plots generated from the alignments
from the English-based models closely resembles
the ones generated by the human generated align-
ments. Multilingual models trained from scratch
performed comparably to the English-based mod-
els for short vowels, but produced visibly more
imprecise measurements for long vowels, possibly
due to long vowels having less tokens for these
models to train on.

Ultimately, models trained from scratch on low-
resource languages suffer from the small amount
of data and the resulting lack of variety in training
examples. Future research should explore whether
there exist data augmentation methods that may
alleviate data scarcity by providing a slightly acous-
tically modified version of the input audio, artifi-
cially increasing the amount of data a model sees
during training. Additionally, overfitting is not an
issue in most low-resource settings due to model
performance on seen data being the most relevant
metric for downstream tasks. Future research may
thus explore the effects of hyperparameter tuning a
model to encourage overfitting, sacrificing model
generalizability for a performance boost on seen
data.

The findings presented in this paper are useful
in the context of language documentation and revi-
talization, because they highlight the effectiveness
of using a pretrained global English model on field
data. The availability of the global English pre-
trained models and ease of adapting them to other
languages means that high quality forced alignment
is accessible to any fieldworker. The similarity of
the vowel plots for the Big5 models trained from
scratch and the English-based models also show
promise that medium-sized multilingual training
datasets can provide a boost in low-resource set-
ting.
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Abstract 

In this paper, we discuss the development 
of a long-term partnership between 
community and university-based language 
workers to create supportive language 
technologies for Tsuut'ina, a critically 
endangered Dene language spoken in 
southern Alberta, Canada. Initial 
development activities in this partnership 
sought to rapidly integrate existing 
language materials, with the aim of arriving 
at tools that would be effective and 
impactful for community use by virtue of 
their extensive lexical coverage. We 
describe how, as this partnership 
developed, this approach was gradually 
superseded by one that involved a more 
targeted, lexical-item-by-lexical-item 
review process that was directly informed 
by other community language priorities and 
connected to the work a local language 
authority. We describe how this shift in 
processes correlated with other changes in 
local language programs and priorities, 
noting how ongoing communication 
allowed this partnership to adapt to the 
evolving needs of local organizations. 

1 Introduction 

Tsuut’ina (ISO 639-3: srs, Glottocode: 
sars1236) is a Dene language spoken by 
members of the Tsuut'ina Nation, a signatory to 
Treaty 7 in present-day southern Alberta, Canada. 
Together with Plains Apache, Tsuut'ina is one of 
only two Dene languages spoken on the Great 
Plains, and is separated from other members of the 

Dene language family by surrounding Algonquian 
and Siouan-speaking Indigenous nations. As of 
October 2024, there are 18 first-language speakers 
of Tsuut'ina, all over the age of 75 and almost all 
residing at the Tsuut'ina Nation (Tsuut'ina Gunaha 
Institute, p.c.). While Tsuut'ina is thus critically 
endangered, strong connections between Tsuut’ina 
language and community identity and culture have 
fostered equally strong retention of Tsuut’ina 
language proficiency among present-day speakers. 
These same connections have also encouraged 
community-based language documentation, 
education, and revitalization initiatives, including 
those supported by collaborations with individuals 
and organizations outside of the Tsuut'ina Nation, 
as discussed in this paper. 

 From a linguistic perspective, Tsuut'ina closely 
resembles other Dene languages, with complex, 
prefixing, polysynthetic verbal morphology (cf. 
Cook, 1984; Rice, 2000; Rice, 2020). Tsuut'ina also 
relies heavily on tone to convey both lexical and 
grammatical distinctions, having one of the largest 
inventories of tone contrasts attested in the Dene 
language family (cf. Sapir, 1925; McDonough et 
al., 2013; Starlight & Cox, 2024). While previous 
research on the language conducted by both 
Tsuut'ina and non-Tsuut'ina linguists has resulted in 
notable collections of textual and grammatical 
documentation (e.g., Goddard, 1915; Onespot & 
Sapir, 1922; Cook, 1984; Starlight, Moore & Cox 
2018; among others), linguistic research into 
aspects of Tsuut'ina grammar is ongoing, with 
many areas of grammatical organization still under 
active investigation. Both the presence of open 
questions concerning basic grammatical features of 
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the language (e.g., how many tone and vowel 
length contrasts should be recognized; Starlight & 
Cox, 2023) and the degree to which the overall 
profile of the language differs from neighbouring 
Indigenous languages and from English present 
particular challenges, both for current Tsuut'ina 
language learners and teachers who are aiming to 
acquire and convey the language effectively and 
for efforts to develop approaches and resources that 
support 'front-line' language revitalization work. 

2 History – How the partnership came 
about 

The partnership described in this paper has deep 
roots in language education, documentation, and 
revitalization initiatives at Tsuut'ina Nation. Since 
the early 1970s, members of the Tsuut'ina Nation, 
recognizing a significant shift in the number of 
first-language speakers, began implementing 
programs aimed at supporting Tsuut'ina language 
retention and intergenerational language 
transmission. Over several decades, these efforts 
resulted in the establishment of K–12 school-based 
language education programs, Tsuut'ina literacy 
programs for L1 speakers, and the adoption of a 
standard Tsuut'ina orthography (cf. Cook, 1984: 1–
2), alongside concurrent work to develop 
classroom resource materials, documentation with 
Tsuut'ina Elders, and an initial language curriculum 
(Calgary Roman Catholic Separate School 
Division, 1996). 

While the direction of these initiatives was 
determined and led by the Tsuut'ina Nation, on 
several occasions, members of the Tsuut'ina Nation 
also sought out partnerships with individuals and 
organizations outside of the Nation. The second 
author of this paper, Dr. Bruce Starlight, a linguist 
and fluent Tsuut'ina speaker who had been 
involved in language revitalization and 
documentation initiatives since 1972, worked 
extensively to develop such relationships, 
collaborating with non-Tsuut'ina colleagues to 
support local language programs and projects. This 
included extensive work with Gary Donovan at the 
University of Calgary on the creation of 
pedagogical resources for Tsuut'ina and Sally Rice 
at the University of Alberta on Tsuut'ina language 
documentation and revitalization programs. 
Bruce's involvement in university-based programs 
also extended to linguistic field methods courses at 
the University of Alberta in 2007 and 2009, where 
the first author of this paper, Christopher Cox, a 

linguist with an interest in community-based 
language work, became involved in Tsuut'ina 
language programs as a student volunteer during 
his graduate studies. 

Relationships such as these continued to develop 
in parallel with language programs at Tsuut'ina 
Nation, where community interest in Tsuut'ina 
language revitalization continued to grow. In 2008, 
the Tsuut'ina Nation established the Tsuut'ina 
Gunaha Institute, the body within Tsuut'ina Nation 
tasked with supporting the full revitalization of the 
Tsuut'ina language. Bruce served as the Institute's 
founding director until 2012, when he was invested 
as the first Tsuut’ina Language Commissioner, a 
position that oversaw the development of Tsuut’ina 
language documentation, contributed to the 
visibility of the language (e.g., through the 
translation of public signage into Tsuut’ina), and 
ensured the continued integrity of the language. 
The creation of both of these offices was 
accompanied by a substantial expansion in the 
resources and positions available for local language 
revitalization programs, providing opportunities 
for many younger Tsuut'ina Nation members to 
engage with local language work on a full-time 
basis. It was during this period that the third and 
fourth authors of this paper, Janelle Crane-Starlight 
and Hanna Big Crow, joined the Tsuut'ina Gunaha 
Institute, eventually coming to serve as the 
Executive Director of Language and Culture for 
Tsuut'ina Nation (Janelle) and the Director of the 
Tsuut'ina Institute (Hanna). 

As language programs continued to expand at 
Tsuut'ina Nation over the past decade, both the 
Office of the Tsuut'ina Language Commissioner 
and the Tsuut'ina Gunaha Institute noted an 
increased demand for resources that supported 
Tsuut'ina language education, documentation, and 
revitalization activities in digital contexts, 
particularly as activities in all of these areas moved 
increasingly into the digital realm. This shift not 
only resulted in more emphasis being placed on 
developing new Tsuut'ina language resources in 
digital formats, suitable for use in community-
based programs, but also increased access to 
information found in existing, non-digital language 
materials; support for continued teacher training 
for Tsuut'ina language educators; and tools that 
could assist in creating such resources quickly and 
reliably, such as spell-checkers, predictive text 
systems, and text-to-speech applications. Through 
the network of relationships that had been 
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developed with the University of Alberta 
previously, colleagues at Tsuut'ina Nation were 
introduced to the fifth author of this paper, Antti 
Arppe, a linguist who had been involved in recent 
years in supporting the development of language 
technologies and morphologically aware online 
dictionaries for other Indigenous languages in 
North America, drawing in part on computational 
infrastructures developed for Indigenous language 
technologies in northern Eurasia (Trosterud, 2006). 

Intelligent online dictionaries combine a lexical 
database, with entries organized under citation 
forms and their (English) translations, with a 
computational model of the word-structure of a 
language (Johnson et al., 2013). Firstly, this 
"intelligence" allows the online dictionary to 
recognize all inflected word-forms for the entries 
(which the model covers, of course), to provide 
linguistic analyses for these word-forms and to link 
those to their citation forms. Secondly, one can use 
the computational model in reverse and generate 
full inflectional paradigms for each of the citation 
forms; for verbs, such inflectional paradigms are 
often called conjugations (following French via 
Latin); for nouns, the corresponding paradigms 
would be known as declinations. For languages 
with a rich (inflectional) morphology, as is the case 
for many Indigenous languages spoken in North 
America, and in particular the Dene languages, 
such "intelligence" is indispensable, as any lexeme 
can have tens if not hundreds or thousands of 
inflected word-forms, which would be impossible 
to harvest from corpora of any size, and impractical 
to store exhaustively as their own dictionary 
entries. 

Over a period of two years, the authors of this 
paper began to meet informally and discuss a 
potential collaboration to expand such tools to 
support Tsuut'ina. This began modestly by 
arranging initial, in-person meetings between all 
partners at Tsuut'ina Nation, which focused on 
becoming better acquainted with one another, 
sharing information about current priorities for 
language programs at Tsuut'ina Nation (for Bruce, 
Janelle, and Hanna), and what a partnership to 
develop digital tools could realistically contribute 
(for Antti and Chris). For Tsuut'ina partners, 
developing an intelligent dictionary had the 
potential to respond to several priorities for 
supporting second-language learners and local 
language revitalization programs. First, an online 
dictionary was seen as potentially improving 

access to Tsuut'ina documentation materials from 
previous and ongoing/future language projects for 
second-language learners. Such materials serve a 
crucial purpose for Tsuut'ina language learners and 
teachers as a resource for language education 
programs, self-study, and other language 
revitalization resource development initiatives. 
Second, it was also recognized that tools that could 
model and present inflectional patterns could be 
particularly valuable for Tsuut'ina second-language 
learning and teaching, since verbs and verb 
paradigms are critical to using and understanding 
the language. 

While these initial meetings suggested that a 
collaboration might indeed be desirable, having 
concrete discussions around tools and technologies 
that did not yet exist for Tsuut'ina and that had few 
familiar precedents among other Indigenous 
languages sometimes proved challenging. While it 
was possible to discuss what already been 
accomplished for other, neighbouring Indigenous 
languages, it was with the preparation of still 
mock-ups of what Tsuut'ina-specific digital tools 
could look like (e.g., screenshots of a browser 
window showing an example paradigm from the 
intelligent online dictionary for another language, 
with all paradigm entries replaced with Tsuut'ina 
word-forms and the layout adapted to fit Tsuut'ina 
tense and aspect categories) that the group found a 
way to effectively conceptualize and discuss what 
these tools could accomplish. For example, in 
Figure 1, the Tsuut'ina verb form nàguts'idáátłíł is 
recognized and analyzed as the Progressive Fourth 
Person form of the Intransitive Verb nàgudiitłod, 
meaning roughly "he/she/it jumps down", for 
which an entry exists in the lexical database, and to 
which this inflected word-form is linked. If the user 
then would click on the entry, this would yield an 
inflectional paradigm, giving all the person forms 
in the various aspects, of which an exemplary 
sample is provided here. The mockup in Figure 1 
was created by taking an earlier version of an 
intelligent dictionary for another, unrelated 
Indigenous language spoken in Canada, and 
replacing the content with correct Tsuut'ina 
elements. 
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These initial meetings and co-design sessions 
quickly led to exchanging further ideas and 
information, with university-based partners 
drawing on the Giella infrastructure to prototype a 
preliminary computational model of Tsuut'ina 
verbal morphology and bootstrap working demos 
of a number of text-proofing tools and an online 
dictionary. Preparing and sharing presentations 
with Tsuut'ina Nation leadership of these tools in 
action—for example, with videos of spell-checking 
suggestions being offered for Tsuut'ina words 
while editing a document in LibreOffice, or of 
searching for morphologically complex Tsuut'ina 
words and being presented with their lemmas in a 
morphologically aware online Tsuut'ina 
dictionary—both teams found support for an 
application to the Social Sciences and Humanities 
Research Council of Canada (SSHRC) for a seven-
year Partnership Grant, "21st Century Tools for 
Indigenous Languages", in which Tsuut'ina Nation 
would serve as one of two lead Indigenous partner 
nations. The awarding of this grant in 2019 allowed 
collaboration on these tools to move ahead on an 
expanded scale, with the promise of stable financial 
support for project activities until 2026. 

3 Documentation, description, and 
deliberation  

With support from the above grant in place, team 
members turned their attention to determining how 
best to expand the existing prototypes into 
applications that could meaningfully support 
access to Tsuut'ina language for local language 
programs. Since the Office of the Tsuut'ina 
Language Commissioner and its collaborators had 
recently been working on a number of substantial 
language resources for school-based programs that 
were available in digital format, it was 
recommended that these be prioritized for 

inclusion in an online dictionary and related tools. 
These resources included draft copies of a 
'modernized' edition of the extensive list of elicited 
Tsuut'ina word-forms that linguist Edward Sapir 
and Tsuut'ina speaker John Whitney-Onespot 
developed together in 1922 (ca. 11,000 items; 
Whitney-Onespot & Sapir, 1922; Starlight et al., 
2016), as well as two 100-page collections of 
Tsuut'ina verb paradigms (the Tsuut'ina Verb 
Phrase Dictionary, Books 1 and 2; cf. Starlight & 
Donovan, 2019). Through the contributions of Josh 
Holden during a postdoctoral fellowship at the 
University of Alberta, as well as Karoline Antonsen 
and Ruben Mögel, Master's students at the 
University of Alberta, work began to prepare to 
incorporate the information in these resources into 
a lexical database that would underlie all of these 
technical tools. 

While this initial work on processing these 
materials got underway in the early days of the 
COVID-19 pandemic, regular video 
teleconference meetings were scheduled with all 
team members to discuss grammatical issues. For 
partners at Tsuut'ina Nation, these meetings often 
provided an opportunity to present and discuss 
issues around the interpretation of particular 
morphemes and constructions that had been 
encountered in recent language projects, with non-
Tsuut'ina partners sharing comparisons with 
similar forms in other Dene languages and/or 
contributing to analysis together. For university-
based partners, these sessions also provided 
opportunities to share regular updates about 
ongoing work on transferring information from the 
language resources into a database, as well as to 
seek advice on forms whose grammatical analysis 
or meaning seemed unclear or that needed to be 
confirmed by first-language Tsuut'ina speakers 
before being included in the computational 
morphological model. The mutual support and 
connection afforded by these meetings served 
important functions at the outset of the SSHRC 
Partnership Grant, contributing a sense of ongoing 
collaboration even when pandemic restrictions 
precluded any in-person gatherings. 

As these regular meetings and efforts to 
incorporate existing language resources into a 
comprehensive lexical database moved forward, 
more of the characteristics of the latter materials' 
scope and coverage became apparent. By assigning 
each inflected Tsuut'ina verb word in these 
resources to a corresponding lemma, it became 

 

Figure 1: A mock-up of an intelligent dictionary 
entry for the Tsuut'ina lemma nàgudiitłod 'he/she/it 
jumps down'. 
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possible to determine which lemmas contained 
information on all of the tenses/aspects/modes that 
are associated with regular Tsuut'ina verb phrases 
and which contained substantial gaps in 
documentation. It soon became apparent that, 
across the ca. 1,577 verbal lemmas attested in the 
Onespot-Sapir resource, the majority of lemmas 
showed at least one gap in a regular 
tense/aspect/mode form, with at least 700 having 
only a single tense/aspect/mode attested. A similar 
review of the verb phrase dictionary books 
revealed fewer missing paradigm forms, but 
brought attention to potential inconsistencies in 
tone marking in Tsuut'ina forms that eventually led 
the Office of the Tsuut'ina Language 
Commissioner to request that these preliminary 
books be set aside. While information from these 
analyzed resources would later prove valuable, 
regular project meetings underscored concerns 
over incomplete and potentially inaccurate 
information being circulated out of these 
provisional resources, as well as over the challenge 
of addressing such significant documentary gaps 
without systematic support from a much larger 
number of fluent Tsuut'ina speakers. 

At the same time as these issues with the 
available language resources came to be discussed, 
other language initiatives at Tsuut'ina Nation 
continued to advance, including efforts to develop 
a new curriculum for use in core Tsuut'ina language 
programs at all age levels (i.e., Headstart, K–12, 
and adult education). This curriculum aimed to 
help reorient Tsuut'ina language learning and 
teaching from the noun-focused approaches that 
had generally been adopted in previous programs 
(e.g., beginning with teaching and learning lists of 
nouns at all age levels) to introducing and 
emphasizing verb phrases early on, recognizing 
how important verb-based patterns are in Dene 
languages like Tsuut'ina. With language learners 
and teachers being among the primary intended 
audiences for the tools being developed in this 
partnership, it was decided to set the previous 
language resources aside and attempt to align work 
on the online dictionary as closely as possible with 
the needs of curriculum users—that is, Tsuut'ina 
language educators, language learners, and 
curriculum team members. All partners recognized 
that the intelligent dictionary could be an essential 
resource to support this new curriculum, especially 
in its focus on verb paradigms. Encouragingly, this 
reorientation allowed members of the partnership 

team to draw on parts of the documentation 
analyzed in previous stages of this project to fill in 
portions of the vocabulary needed for the 
curriculum, thus saving time and effort. This work 
also brought attention to other gaps in existing 
documentation, this time in vocabulary related to 
both everyday activities and cultural practices that 
were either incompletely recorded in previous 
resources or entirely absent from prior 
documentation (e.g., specialized vocabulary 
related to hanging up meat on drying racks, 
pounding chokecherries, or other important 
cultural practices). Team members drew additional 
inspiration for curriculum vocabulary from several 
sources, including input from Tsuut'ina language 
teachers and advanced language learners and 
pedagogical resources developed for other Dene 
and non-Dene Indigenous languages. Connecting 
the development of the lexical contents of digital 
tools with the needs of Tsuut'ina language learners 
and teachers thus helped expose (and, in turn, 
contribute to addressing) significant gaps in the 
domain coverage of existing Tsuut'ina language 
materials in several high-priority areas. 

Systematically addressing these gaps in lexical 
documentation—whether encountered in existing 
language resources or made apparent by requests 
from language teachers and members of 
curriculum development teams—and ensuring the 
accuracy of the information that would be 
represented in the tools developed in this 
partnership presented a standing challenge. This 
was addressed in part by the development of 
processes within Tsuut'ina Nation that sought to 
ensure that curriculum materials and other 
language resources reflected the understandings of 
fluent, first-language Tsuut'ina speakers. This 
involved the formation of the Tsuut'ina Language 
and Culture Committee, an advisory body 
consisting of six Tsuut'ina-speaking Elders that had 
within its mandate the review and approval of 
Tsuut'ina language resources prior to their use in 
the community. The establishment of a review 
process that supported nearly a third of the present-
day first-language speakers of Tsuut'ina in 
gathering to offer constructive feedback on 
Tsuut'ina language matters proved important to 
addressing the above concerns over accuracy and 
coverage in language resources, with committee 
members often helping one another to recall less 
frequent Tsuut'ina terms and expressions that were 
previously in more active use. This new review 
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process required careful, item-by-item (or, in the 
case of sets of paradigmatically related forms, 
summarized paradigm by summarized paradigm; 
see Appendix A for an example) review to ensure 
that all members of the committee were in 
agreement that these language resources were 
acceptable for further use. This consensus-driven 
process of collectively reviewing lexical items one 
at a time, while requiring more time than previous 
attempts to incorporate existing language resources 
wholesale, helped not only to ensure that any 
inaccuracies or inadvertent gaps in Tsuut'ina forms 
or their English translations were systematically 
addressed, but also that the approved materials 
could be taken to reflect the collective 
understanding and priorities of the Tsuut'ina speech 
community, thereby fostering greater inclusion and 
a sense of collective ownership and investment in 
these collaboratively developed resources.1 

4 Steps towards an intelligent online 
Tsuut'ina-English dictionary 

As sets of verb phrases are identified for 
inclusion in the new Tsuut'ina language 
curriculum, members of the partnership team now 
have a comparatively straightforward workflow for 
ensuring that they are incorporated systematically 
in the online Tsuut'ina dictionary: 

1. The second author and/or the Language 
and Culture Committee are consulted 
to recommend suitable Tsuut'ina 
equivalents, with the second author 
providing a brief overview of the 
regular aspectual forms. 

2. These aspectual forms are added to a 
preliminary lexical database used to 
hold as-of-yet unapproved lexical 
items, then compiled as the lexical 
component of the current Tsuut'ina 
finite-state morphological model 
(https://github.com/giellalt
/lang-srs/; Holden et al., 2022), 
producing a temporary finite-state 
transducer (FST) model (according to 
the Xerox-style specifications, cf. 
Beesley & Karttunen 2003; Hulden 
2009). 

 
1 The partnership has also provided financial support for the 
training of Tsuut'ina language instructors with Tsuut'ina-
specific courses within the Community Linguist Certificate 

3. The temporary FST is used to populate 
a Word document template, producing 
a condensed (1–2 page) overview of 
inflected forms for each of the regular 
tense/aspect/mood categories. A 
separate Python module developed by 
the partnership team also provides 
provisional English free translations 
for each Tsuut'ina word-form in this 
document, converting FST tag 
sequences and an English translation 
template sentence into contextually 
appropriate translations (e.g., 
to_english("+V+I+Pfv+SbjSg1", 
"he/she/it will run") => "I 
ran", mapping the +Pfv perfective 
aspect tag to past inflection and the 
+SbjSg1 first-person singular subject 
tag to "I" in English). 

4. These automatically populated 
'paradigm review sheets' are then 
reviewed and edited by the second 
author. Once that initial round of 
editing is complete, the first and second 
authors meet to review and record all of 
the Tsuut'ina word-forms together, 
producing high-quality WAV audio 
recordings of all entries in the 
paradigm review sheets that can later 
be incorporated as audio clips into the 
online dictionary. 

5. On the basis of the paradigm review 
sheets emerging from this process, the 
preliminary lexical database is updated 
to reflect the corrected forms, then used 
again to produce an FST that is used to 
populate an overview of the recorded 
paradigms for the Language and 
Culture Committee to review. Any 
feedback from the committee members 
on this overview can then be 
incorporated and all lexical 
information moved into a permanent 
lexical database for approved material. 

Importantly, the above review process is 
undertaken one verb lexeme at a time. That is, we 
ensure that the entire inflectional paradigm and all 
of its principal parts is fully validated for one 

provided by the Canadian Indigenous Languages and 
Literary Institute (CILLDI) at the University of Alberta. 
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lexeme before we continue to the review of the next 
lexeme and its paradigm. Strict adherence to this 
ensures that no aspectual gaps are accidentally left 
in the paradigms (which would be facilitated by 
hopping from one lexeme to another in a less 
structured approach), nor do any mistranscriptions 
remain of individual word-forms in the paradigms. 
In this manner, we will be able to make available 
from the very onset an intelligent online dictionary 
for Tsuut'ina, with full features and functionality, 
e.g., the ability to (a) generate full and correct 
inflectional paradigms, (b) include full audio 
linked to all word-forms in these paradigms, as 
well as (c) recognize and linguistically analyzed 
each and every word-form in these paradigms—
even if we can only implement this for a small set 
of verb lexemes, at least in the very beginning. This 
will allow for the informed examination of, and 
accurate feedback from various stakeholders for, a 
fully Tsuut'ina version of an intelligent online 
dictionary in terms of its linguistic content, rather 
than having to somehow explain (away) and go 
back to filling in missing sub-paradigms for some 
tense/aspect/mode, or correcting some incorrect 
word-forms in the paradigms. This resource is 
anticipated to gradually grow as more paradigms 
for verbal lexemes are individually created and 
reviewed. To date, this process has resulted in over 
1,000 pages of completed paradigm review sheets 
for verb phrases requested for the Tsuut'ina 
language curriculum, with 45h18m of 
corresponding audio recordings of inflected word-
forms. This work is still underway, with more 
material expected to be created again over the 
coming few months and committee review 
ongoing. 

5 Lessons learned 

In our experiences in this multi-year 
collaboration, we have noted positive outcomes 
from several practices that we have increasingly 
come to favour over time: 

1. Showing vs. telling: In our initial 
conversations about this project, we 
found it valuable to be able to show 
what the tools we were discussing 
might look like, rather than simply talk 
about them in general terms. For new 
technologies with few precedents, or 
where the only precedents are currently 
available for unrelated languages, it 
can sometimes be difficult to picture 

what a particular tool or resource may 
look like in the target language and 
imagine how it might be useful. In this 
project, being able to share and discuss 
mock-ups of these tools, and later 
develop those into limited-but-working 
prototypes for preliminary evaluation, 
provided a valuable way forward for us 
in developing a common 
understanding of what we hoped to 
work towards. 

2. Change, communication, and 
responsiveness: Since this partnership 
officially began in 2019, several 
project team members have 
transitioned into and out of key roles, 
new processes for the review of 
Tsuut'ina language materials have 
come into effect, and priorities have 
continued to shift for local language 
programs (here, in the direction of 
curriculum and teaching). Changes 
such as these have, at times, required 
significant deliberation to determine 
how best to proceed, including through 
extended pauses when members of the 
team needed to assess how these shifts 
might affect their planned 
contributions. Maintaining 
communication between project 
partners and deliberately expanding the 
circle of those involved—from an 
initially small group of community 
language leaders and university-based 
collaborators to a wider group of first-
language speakers serving as 
reviewers, Tsuut'ina language teachers, 
and curriculum developers—has been 
crucial to seeing this project continue 
to develop, helping to ensure that it 
remains relevant in the context of local 
language work. 

3. Slow but steady wins the race: In 
current work in developing collections 
of lexical material, computational 
morphological models, and related 
language technologies, it is not 
uncommon for breadth of lexical 
coverage and the rapid gathering of 
information to be presented as 
important features of useful, real-world 
resources and approaches (cf. Boerger 
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& Stutzman, 2018 on the motivations 
behind Rapid Word Collection 
methods). While this emphasis on 
broad-coverage and efficient 
lexicography is understandable, we 
would note here that initial attempts to 
draw on existing, relatively extensive 
language resources as a quick starting 
point were ultimately less successful 
than focusing on a much more 
restricted set of materials that were 
identified as the immediate needs of 
local language programs and processed 
in a slower, more deliberate manner. 
This approach has brought to light 
notable gaps between the vocabulary 
needed by current language education 
and revitalization programs and the 
outputs of previous generations of 
language documentation (cf. Mithun, 
2007; Amery, 2009). We also find 
value in review processes that serve to 
build both consensus and community 
around such work, as is arguably the 
case here. 

In this project, what began as a series of 
preliminary discussions among a small group of 
community and university-based language workers 
to see what could be possible to support Tsuut'ina 
language initiatives with new, digital tools has 
grown into a considerably broader partnership—
one that now involves a much larger community of 
Tsuut'ina language teachers and curriculum 
developers, first-language speakers, and 
university-based researchers and students as key 
contributors. We look forward to seeing how this 
partnership continues to develop from here as these 
resources continue to grow—one verb phrase at a 
time. 
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A Appendix A: Example verb paradigm 
summary 

Table 1 presents a partial verb paradigm 
summary for the Tsuut'ina lemma ànàyidiʔò 

"he/she/it will lose it (solid obj.)", showing 
inflected Tsuut'ina word-forms associated with the 
Non-Past tense/aspect/mode category and their 
English free translations. In a complete paradigm 
summary for this lemma, similar tables would be 
included not only for the Non-Past, but also for the 
Past, Progressive, Repetitive, and Potential 
categories. The 13 verb forms shown in this table 
represent all possible subject person-number 

N
on

-P
as

t  

Ànàdisʔò. "I will lose it." 
Ànàdíʔò. "You will lose 

it." 
Ànàyidiʔò. "He/she/it will 

lose it." 
Ànàdaàʔò. "We both will 

lose it (solid 
obj.)." 

Ànàdasʔò. "You both will 
lose it (solid 
obj.)." 

Ànàgiyidiʔò. "They both will 
lose it (solid 
obj.)." 

Ànàts'idiʔò. "Someone will 
lose it (solid 
obj.)." 

Nominalized Verb Phrase 

Ànàyidiʔò-hí 
"the one who 
will lose it 
(solid obj.)" 

Ànàyidiʔò-hà 
"the one that 
will lose it 
(solid obj.)" 

Distributive Plural 

Ànàdàdaàʔò. 

"Each and every 
one of us will 
lose it (solid 
obj.)." 

Ànàdàdasʔò. 

"Each and every 
one of you will 
lose it (solid 
obj.)." 

Ànàdàgiyidiʔò. 

"Each and every 
one of them will 
lose it (solid 
obj.)." 

Ànàdàts'idiʔò. 
"Each and every 
one will lose it 
(solid obj.)." 

Table 1:  Partial verb paradigm summary for the 
Tsuut'ina lemma ànàyidiʔò "he/she/it will lose it 

(solid object)." 
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combinations in Tsuut'ina (including forms with 
distributive plural marking and two distinct forms 
of deverbal nominalization) when appearing with a 
third-person singular direct object. This limited set 
of forms is sufficient to determine both the 
inflectional paradigm to which this lexeme belongs 
as well as its constituent morphemes. Moreover, by 
holding the person and number of any object 
marking constant across all subject forms, 
summary charts such as this are able to concisely 
represent verbs that mark one or more objects 
morphologically, which may otherwise have 
several thousand distinct inflected forms. 
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Abstract

It is by now common knowledge in the NLP
community that low-resource languages need
large-scale data creation efforts and novel con-
tributions in the form of robust algorithms that
work in data-scarce settings. Amongst these
languages, however, many have a large amount
of data, ripe for NLP applications, except that
this data exists in image-based formats. This
includes scanned copies of extremely valuable
dictionaries, linguistic field notes, children’s
stories, plays, and other textual material. To
extract the text data from these non machine-
readable images, Optical Character Recogni-
tion (OCR) is the most popular technique, but
it has proven to be challenging for low-resource
languages because of their unique properties
(uncommon diacritics, rare words etc.) and due
to a general lack of preserved page-structure in
the OCR output. So, to contribute to the reduc-
tion of these two big bottlenecks (lack of text
data and layout quality), we release the first
textual and structural OCR dataset for 8 indige-
nous languages of Latin America. We hope that
our dataset will encourage researchers within
the NLP and Computational Linguistics com-
munities to work with these languages.1

1 Introduction

Latin America is home to a linguistically diverse
set of hundreds of indigenous languages. Many of
these are low-resource in terms of text and audio re-
sources, and generally lack basic natural language
applications such as spell checkers, part of speech
(POS) taggers, etc. However, these languages have
a large number of digital resources (not machine-
readable) in the form of recordings, plays, stories,
and dictionaries. One major repository of such ma-
terials is the Archive of the Indigenous Languages
of Latin America (AILLA), whose raw materials
and digitizations form the core of the dataset in
our paper (Agarwal and Anastasopoulos, 2024).

1Relevant code and data are available here

Figure 1: The AILLA-OCR corpus covers 8 indigenous
languages spoken across 6 countries in Latin Amer-
ica. Languages differ in terms of vitality, with only
South Bolivian Quechua with over a million speakers
and some official status, but most others exist as minor-
ity languages in the respective countries (Table 1).

Of particular interest to us are linguistic materi-
als such as grammars, dictionaries, ethnographies,
and field notes, that can serve as training data for
NLP applications and Optical Character Recogni-
tion (OCR). The goal of releasing this digitized
and corrected dataset is to preserve invaluable lin-
guistic materials, promote research on downstream
tasks such as language identification and machine
translation, and encourage better OCR techniques
that allow for more accurate extraction of data from
such corpora at scale (Nguyen et al., 2021; Agar-
wal et al., 2023). Modern OCR systems specialize
in extracting text from such documents, but this
requires high-quality layout detection to make the
extracted text usable for downstream NLP tasks
(Bustamante et al., 2020; Neudecker et al., 2021).
While progress has been made on correcting the
OCR text outputs after extraction, no work has
focused on automatically correcting the layouts
themselves either before/after text post-correction
due to lack of annotated data. We aim to address
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Figure 2: An in-progress annotation of a Chiquián Quechua language document (multilingual with Spanish and
English) in our Annotation Workflow Portal. Here, the annotator is not only readjusting the detected bounding boxes
(light grey), but is also correcting the textual errors in the new boxes, and labeling them (if language is known).
Note that not all corrected bounding boxes need to be phrase or line-level. However, such organized post-corrected
structure and text allows us to extract text more consistently.

this research gap by creating the first textual and
structural OCR dataset for indigenous languages of
Latin America. To summarize, our main contribu-
tions are:
1. OCR extractions from 8 Latin American indige-

nous languages from the AILLA collection.
2. Human-annotated text corrections for a sam-

ple of the digitized data, which can be used to
model supervised post-correction of first-pass
OCR output.

3. Structural post-corrections and associated meta-
data, including standard transformations like
scaling, horizontal or vertical shifts, and cre-
ation of new gold-standard bounding boxes.

2 Language Profiles

South Bolivian Quechua (QUH) is a Quechuan
language variety spoken primarily in Bolivia, but
is also indigenous to some northern parts of Chile
and Argentina. It is an agglutinative, polysynthetic
language with a rich derivational morphology, is
one of the most spoken indigenous languages in Bo-
livia with over 1.5 million speakers, and is consti-
tutionally recognized. Ethnologue classifies South
Bolivian Quechua’s development as vigorous with
standardized literature beginning to take shape. It
is written in an extended Latin-based alphabet.

Mísqito/Mískito (MIQ) is a Misumalpan lan-
guage spoken by more than 150K people (primar-
ily Miskito) in Nicaragua and eastern Honduras.
While orthographic conventions are not fully stan-
dardized, Miskito uses a subset of the Latin script

for writing. Ethnologue’s language vitalization hi-
erarchy pegs Mísqito as threatened, since it is used
for face-to-face communication within all genera-
tions, but it is losing young speakers to more domi-
nant languages like Spanish and English.

Mam (MAM) belongs to the Eastern branch of
the Mayan language family and is spoken by over
600K people mainly in Guatemala, where it is a rec-
ognized minority language. It is also called Qyo:l
or Qyol Mam by its own speakers. Ethnologue clas-
sifies Mam’s development as vigorous with stan-
dardized literature being steadily circulated. It is
written in an extended Latin-based alphabet. Ef-
forts to revitalize and preserve Mam have been
ongoing, with initiatives such as bilingual educa-
tion programs and the creation of written materials
to strengthen literacy in both Mam and Spanish.

Chuj (CAC) is a Western Mayan (Q’anjob’alan
branch) language spoken by about 60K people pri-
marily in Guatemala. It uses the Latin alphabet and
has two main dialects: San Mateo Ixtatán dialect
and San Sebastián Coatán. It is heavily influenced
by Spanish, the dominant and official language in
Guatemala, and Chuj features heavy code-mixing
and Spanish loan words. Ethnologue classifies
Chuj’s vitality as developing with standardized lit-
erature being developed due to language conserva-
tion and revitalization efforts taking place in San
Mateo Ixtatán, through groups like the Academia
de Lenguas Mayas de Guatemala.

Chimalapa/Oaxaca Zoque (ZOH) is an indige-
nous language primarily spoken in Oaxaca, Mexico
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Language 693-3 Main Country Speakers Resource/Collection

South Bolivian Quechua QUH Bolivia 1.6M Kalt (2016)
Mísqito MIQ Nicaragua, Honduras 150K Bermúdez Mejía (2015)

Mam MAM Guatemala 600K England (1972-1985)
Chuj CAC Guatemala 60K Hopkins (1964)

Chimalapa Zoque ZOH Mexico 75K Johnson (2000-2005)
Chiquián Quechua QXA Peru <5K Proulx (1968)

Sharanahua MCD Peru <1K Déléage (2002)
Tzeltal TZH Mexico 600K Kaufman (1960-1993)

Table 1: A brief description of the 8 languages in our dataset, including their ISO 693-3 codes and other information
about the primary country where it is spoken, and number of speakers. Along with this, we have also included
references to the resources that are being released as part of the AILLA-OCR corpora’s first release.

by about 75K speakers as per the 2020 report from
the Mexican National Institute of Statistics and Ge-
ography. It is called Tzunitzame by its speakers and
it belongs to the Zoquean language family. While it
is written in the Latin script, there is no digital sup-
port for Chimalapa Zoque. As per Ethnologue, it’s
vitality is considered threatened as its face-to-face
use among speakers is growing slowly.

Chiquián Quechua (QXA) belongs to the Cen-
tral Quechuan language family and is spoken by
less than 5K people primarily in Central Peru in the
Bolognesi province. It does not have a standardized
orthography and remains primarily oral. In AILLA
records, it is transcribed in the Latin script like
other American indigenous languages. Ethnologue
classifies the language’s vitality as shifting which
means the language is no longer being consistently
passed on to new generations, and speakers are
instead shifting to Spanish.

Sharanahua (MCD) is an indigenous Panoan lan-
guage spoken by less than 1000 people in Madre de
Dios and Ucayali regions and the upper Purús river
area in Peru. It is written in the Latin script and is
spoken by all members of the small indigenous lan-
guage community, who are also often bilingual in
Spanish. Ethnologue classifies Sharanahua’s vital-
ity as developing with standardized literature being
slowly developed due to low literacy rates and the
small community size.

Tzeltal (TZH) is a Cholan–Tzeltalan Mayan lan-
guage (also called Bats’il K’op Tseltal) spoken by
about 600K people in Mexico. According to Ethno-
logue, it is a developing language, with increasing
digital support, and a small amount of literature in
its Latin-based orthography. Its usage is currently

almost exclusively oral, and there is almost univer-
sal bilinguality in Spanish for younger speakers.

3 AILLA-OCR Corpora Creation

Language and Document Selection We selected
8 languages that have permissive licenses, use the
Latin alphabet, whose special diacritics were avail-
able on the English keyboard, and which had typed
documents (as opposed to handwritten ones) for
this phase of the AILLA-OCR corpus. A uniform
sample of pages, covering different layouts, is cho-
sen for annotation per language.

Annotation Setup Annotators are trained to use
the annotation platform using standardized guide-
lines (§A), and are allowed to label each cor-
rected bounding box from several semantic cat-
egories (header, footer, title, main text, table, text -
lang_label etc.), as shown in Figure 2.

Annotators When working with data in small
indigenous languages for language documentation
purposes, it can be extremely challenging to find
native speaker data annotators. Previous work has
shown that annotators without knowledge of the
indigenous language can be reasonably adept at
performing OCR corrections, provided they can
read the script or are trained to read it (Rijhwani
et al., 2023). So, for our 8 languages, we recruited
14 computer science graduate students as our anno-
tators. The authors timed themselves annotating a
small sample of pages and calculated an estimated
commitment of 30 mins per 5 pages. Based on this,
the payout rate was set at $20/10 pages (1 hour of
work). Cumulatively, the annotation process itself
costed ∼$750 (∼40hrs), not including time for re-
cruitment, outreach, training, quality control etc.
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In the current stage of the corpus, due to limited
budget, we have one annotation per page, therefore
inter-annotator agreement was not computed.

Manual Audit The lead author manually audited
all annotators’ annotations for all 8 languages. The
author can easily identify Spanish, French, and
English text in the documents. Moreover, since
each multilingual document has document-level
language identifiers, indigenous language text on a
page was inferred and labeled by process of elim-
ination and additionally confirmed by matching
with the language’s Universal Declaration of Hu-
man Rights text.

Annotated Corpus Table 2 shows the distribu-
tion of the annotated pages and other metadata.
Overall, the annotators completed 340 pages. Pre-
vious work has used 10-30 pages (we share 50 for
most languages) to train post-correction models
and the first-pass OCR for unannotated pages can
be used for pre-training (Rijhwani et al., 2020).

4 OCR Post-Correction

First-Pass OCR We use a high-quality commer-
cial OCR system, Google Vision, that is known
to work well on endangered-language documents
(Fujii et al., 2017; Rijhwani et al., 2020). We define
a document C as follows:

C = {pi}Ki=1 (1)

where pi denotes the i-th page of a K page doc-
ument. Performing OCR on page pi gives us a
first-pass output, fi in the form of ni bounding
boxes x and the texts within them a. Each x con-
tains the set of coordinates for the bounding box,
and the corresponding string a represents the text
within the box.

fi = [(x1, a1), (x2, a2), .., (xni , ani)]
Structural Corrections Annotators are required
to first structurally correct the first-pass OCR out-
puts. This would involve scaling, translating, merg-
ing, or splitting bounding boxes, while keeping the
text within faithful to the each box’s new coordi-
nates. We frame the structure post-correction task
as follows. For every OCR’d input page fi, we
output a corrected page

qi = [(y1, b1), (y2, b2), .., (ymi , bmi)]
where mi denotes the number of new bounding
boxes after post-correction (may be different from

ni). We consider human-corrected qi as the ground-
truth text and layout. Note that while this step
mainly transforms the structure, it also involves
transferring the first-pass text (xi, xi+1, etc) from
the first-pass boxes that now make up the corrected
box bi, and therefore, the texts are labeled as yi.

Text Corrections We frame the text post-
correction task to follow the structural corrections
made in the previous step. For every structure-
corrected page qi, we output a corrected page:

ri = [(z1, b1), (z2, b2), .., (zmi , bmi)],
where mi indicates the gold bounding boxes, and zi
indicates the transformed and corrected text in box
bi as compared to the first-pass text in structure-
corrected gold boxes, yi. We use character and
word-level error rates (CER and WER) to report the
quality of the first-pass OCR and the post-corrected
outputs from the annotators.

5 Correction Results

Text Corrections Based on the gold dataset cre-
ated by our annotators, Table 2 shows an evaluation
of the text quality of the first-pass OCR by Google
Vision. We see that for almost all languages, the
CER (character-level error rate) and WER (word-
level error rate) are both reasonable (<10%, with
the exception of MAM and MIQ). This range is to
be expected for low-resource languages written in
extensions of the Latin-script (even with diacrit-
ics or new characters) and those that don’t have
available language models for decoding in Google
Vision (all selected languages). Since desired error
rates for readability are usually less than 2%, the
first-pass results are a great starting point and with
efficient post-OCR correction modeling or align-
ment improvements, this error could be reduced
further.

Structure Corrections We have included de-
tailed statistics on structural annotations (Table 2)
and the raw data contains detailed metadata. To
the best of our knowledge, no previous work has
explored modeling techniques for structure post-
correction, and so we did not include a benchmark
for this task. Classically, structure is learned and
predicted as a first-step and more emphasis is laid
on post-correcting the extracted text. We antici-
pate that with better alignment and structure, the
CER/WER scores in Table 2 will decrease fur-
ther and consistently across languages with post-
correction.
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Structure Text
693-3 Multiling Ptotal Pann µ1 µ2 µ3 µ∆b µ∆l µd µi CER WER

ZOH SPA,ENG 3744 50 1.02 4.85 4.93 -0.24 5.61 0.73 6.34 3.56 6.15
CAC SPA,ENG 564 50 1.76 5.59 4.71 -1.20 -4.34 11.95 7.61 4.12 5.33
MAM SPA,ENG 144 50 0.94 3.98 7.36 -7.74 7.55 17.34 24.89 10.56 19.66
MIQ SPA,ENG 61 50 0.40 2.26 3.78 -7.16 8.04 16.20 24.24 10.47 12.34
MCD FRA 209 50 1.45 4.08 4.72 -7.17 10.65 2.73 13.38 7.13 9.15
QUH SPA,ENG 216 50 1.24 3.76 3.98 0.36 1.46 0.46 1.92 2.72 3.76
QXA SPA,ENG 29 20 2.88 17.06 20.53 -41.00 7.06 60.82 67.88 6.64 9.60
TZH SPA 38 20 1.69 6.77 4.62 -8.85 14.92 8.08 23.00 1.43 2.73

AVG 1.42 6.04 6.83 -9.13 6.37 14.79 21.16 5.82 8.59

Table 2: For each of the 8 indigenous languages, we report the number of pages that we have selected to be part
of the first release of the AILLA-OCR corpora (Ptotal) and number of human-annotated pages (Pann). Along
with this, we report some metrics to gauge the quality of the first-pass OCR outputs and the corrections. For
structural annotations, we report some metadata including transforming involving one, two, three coordinates of a
first-pass bounding box (µ1, µ2, µ3). Annotators reduced the aggregate number of boxes detected across languages,
to simplify the detected layout to different extents (µδb). For text-corrections, we report average change in length
of page text (µδl), character-level deletions (µd), and character-level insertions (µi), in addition to the achieved
character and word-level error rates.

6 Related Work

OCR Resource Creation Text or image-based
datasets and corpora are most commonly created by
scraping or crawling the web; however, we would
like to highlight a few OCR-created datasets, espe-
cially those that work with indigenous languages.
Cordova and Nouvel (2021) addresses the lack of
resources for Central Quechua, since resources ex-
ist mostly in the dominant Southern variety, using
OCR technologies. Hunt et al. (2023) digitizes an
Akuzipik (indigenous language spoken in Alaska
and parts of Russia) dictionary parallel with Rus-
sian text, which is very valuable for downstream
NLP tasks. Other relevant but non-OCR dataset
creation efforts include Guarani-Spanish news arti-
cles’ (Góngora et al., 2021), Nahuatl speech trans-
lation (Shi et al., 2021), and Mazatec and Mixtec
translations (Tonja et al., 2023).

Post-Correction An ideal post-OCR text correc-
tion algorithm would model the error distribution
of the OCR algorithm’s output text and system-
atically correct it (Berg-Kirkpatrick et al., 2013;
Schulz and Kuhn, 2017). This can be an extremely
valuable tool when digitizing indigenous language
documents because the OCR pipeline’s decoder lan-
guage model is often of low-quality due to the low-
resource nature of indigenous and endangered lan-
guages. Across the digitization efforts that we’ve
highlighted and amongst others, it is quite com-
mon to perform text-based automatic/human post-
correction (Maxwell and Bills, 2017; Cordova and
Nouvel, 2021; Rijhwani et al., 2021). However, as

mentioned in § 5, for structure and layout detection,
previous work has focused on layout detection as
a first-step (Bustamante et al., 2020) and it has not
been explored as a post-processing step. This is pri-
marily because there is a lack of ground-truth struc-
tural data (which our dataset provides). Previously,
two major studies (Blecher et al., 2023; Zhong
et al., 2019) have used existing large-scale cor-
pora like arXiv to extract large-scale ground truth
(source-code); but, this approach is not scalable
to resource-creation efforts involving low-resource
languages.

7 Conclusion

We present the AILLA-OCR corpus covering 8
indigenous languages of Latin America spoken
across 6 countries. Our dataset is the first textual
and structural corrections dataset. All data has been
audited carefully by the authors to maintain high-
quality annotations and rich metadata for future
researchers to build modeling approaches on top
off our dataset. We train a popular post-correction
model to benchmark the text-corrections that high-
lights the utility of our dataset and associated gaps
in structure modeling approaches. We hope this
dataset will serve as a starting point to researchers
to build and test new modeling approaches for the
unexplored task of structure post-correction. Future
work can also explore what methods would work
best for reducing the error rates (both text and struc-
ture). This could involve classic post-OCR neural
correction methods or utilize current advances in
multimodal large language models.
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Limitations

The main contribution of this paper is a new
resource for textual and structure OCR post-
correction in 8 low-resource indigenous languages
of Latin America. Since such a contribution is best
suited to a short paper, we did not include more
extensive benchmarking.

Ethics Statement

The raw data digitized and corrected as part of the
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and without paying any fees, as long as the resource
and collection is cited appropriately. We acknowl-
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Latin America. Our dataset, by design, digitizes
and augments the raw data, to allow researchers
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resource creation and natural language processing.
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 Subject: Annotation Assignments - [[NAME]] (Annotator #[[ID]]) 

 Hi [[NAME]], 

 Thank you for being a part of this annotation effort for AILLA (Archive of the Indigenous 
 Languages of Latin America). We appreciate you taking out the time to help us digitize and 
 document these valuable resources. From the information you shared with us on the Google 
 Form, you have been assigned  [[N]] labeling tasks  . Once you’ve completed your 
 annotation assignment, please let us know (by replying to this email) and I will send you a 
 $[[AMOUNT]]  Amazon gift card. If you like doing the annotations, you can also always 
 request more assignments. 

 Assignments: 
 Your unique ID is still  Annotator  [[ID]] 
 (Example) Language assignments: 

 -  mam [Mam]  . 7 pages. Task IDs: 40743-40749 
 -  cac [Chuj]  . 8 pages. Task IDs: 40280-40287 
 -  zoh [Chimalapa Zoque].  15 pages. Task IDs. 39457-39471 

 While you only need your ID and language codes (mam, cac, zoh) to find your assignments, 
 I will encourage you to check your tab before annotating to make sure you’re actually seeing 
 the tasks I’ve assigned you. If you notice anything off, just let me know. 

 Setup Instructions: 
 To enable swift annotation, we will be utilizing a open-source data labeling platform, 
 [[redacted]]. If you haven’t already, we invite you to create a Community Edition account 
 through the signup link given below. We request that you not share the link publicly. 
 [[redacted]] 

 Get Started: 
 Once you have created your account, you can can use [[redacted] to login and begin your 
 annotations! We’ve made a short 5-minute video to guide you through the interface, how the 
 annotation process works, and our expectations. Please watch it here  [[redacted]]  before 
 you start annotation. The video is English closed-captioned (CC). 

 If you have any followup questions (about a specific assignment, the process, account setup 
 etc.), please feel free to contact us on this thread. 
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Abstract

One of the greatest issues facing documentary
linguists is the transcription bottleneck. While
the large quantity of audio and video data gener-
ated as part of a documentary project serves as
a long-lasting record of the language, without
corresponding text transcriptions, it remains
largely inaccessible for revitalization efforts
and linguistic analysis. Automated Speech
Recognition (ASR) is frequently proposed as
the solution to this problem. However, two is-
sues often prevent documentary linguists from
making use of ASR models: 1) the thought that
the typical documentary project does not have
sufficient data to develop an adequate ASR
model and 2) that correcting the output of an
ASR model would be more time-consuming for
transcribers than simply creating a transcription
from scratch. In this paper, we tackle both of
these issues by developing an ASR model in
the larger context of a documentation project
for Nasal, a low-resource language of western
Indonesia. Fine-tuning a larger pre-trained lan-
guage model on 25 hours of transcribed Nasal
speech, we produce a model that has a 44%
word error rate. Despite this relatively high
error rate, tests comparing speed of transcrib-
ing from scratch and correcting ASR-generated
transcripts show that the ASR model can sig-
nificantly speed up the transcription process.

1 Introduction

The use of Automated Speech Recognition (ASR)
in language documentation and revitalization con-
texts has been met with almost universal enthusi-
asm due to its promise to loosen the transcription
bottleneck (see e.g. Berez-Kroeker et al., 2023).
The basic idea behind this approach is that while
the limited data of low resource languages is often
not able to produce highly accurate models com-
parable with those of high resource languages, it
is more efficient to correct the output of an ASR
model than to produce a transcription from scratch

(see Foley et al., 2018; Bird, 2021). This approach
crucially relies on an ASR model to generate tran-
scriptions accurate enough that making corrections
requires less time and effort than creating a tran-
scription anew. More recently, there is a grow-
ing number of ASR studies that demonstrate how
the accuracy of models with relatively little train-
ing data are able to be improved through the use
of pre-trained models of high resource languages
(Coto-Solano et al., 2022) or supplemental writ-
ten corpora in the target language (Bartelds et al.,
2023; San et al., 2023). Despite improvements to
ASR models in language documentation and re-
vitalization projects, it remains difficult to assess
the usefulness of such models as there has been
very little reported about how transcribers, who are
often native speakers and members of the speech
community, interact with the outputs of these ASR
models.

In this paper, we address this issue through a case
study of Nasal, an endangered, under-resourced
Austronesian language of Sumatra, Indonesia. The
study comprises two parts. The first discusses the
development of an ASR model for Nasal through
the fine-tuning of a pre-trained high-resource lan-
guage model using Whisper (Whisper 2024). The
second addresses the usefulness of such a model
for Nasal transcribers by comparing the process of
transcribing in ELAN from scratch against correct-
ing transcriptions generated by the ASR model.

This paper is organized as follows. The remain-
der of this section provides an introduction to the
Nasal speech community (§1.1) and the ongoing
Nasal documentation project (§1.2). §2 describes
the development of the ASR model for Nasal. §3
discusses the results from the model and the com-
parison between the two transcription methods. §4
provides some discussion on the viability of ASR
models for documentation projects, and §5 gives
some summary remarks.
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1.1 The Nasal speech community

Nasal [glottocode: nasa1239] is a Sumatran lan-
guage spoken by approximately 3,000 people in
southwest Sumatra, Indonesia (Billings and Mc-
Donnell, 2024). The Nasal speech community rep-
resents a fringe case of small-scale multilingualism
(Pakendorf et al., 2021) where, in addition to Nasal,
members of the community use two regionally
significant varieties of Malay – Kaur [glottocode:
kaur1269] and South Barisan Malay [glottocode:
cent2053] – in daily life. Nasal was not known to
linguists until 2007 (Anderbeck and Aprilani, 2013)
and thus little documentation of the language ex-
isted until the authors, a team of outsider linguists
and members of the Nasal speech community, initi-
ated a documentation project in 2017 that contin-
ues to the present (McDonnell 2017; McDonnell
et al. ongoing). At the onset of the project, several
members of the Nasal community, including the
third and fourth authors, were provided training
in a simplified system of Discourse Transcription
(Du Bois et al., 1993), methods for free transla-
tions into Indonesian (Schultze-Berndt, 2006), and
ELAN (ELAN 2024) and Fieldworks Language
Explorer (FLEx; Fieldworks 2024) software.

1.2 Documentation on Nasal

The documentation of Nasal consists of audiovi-
sual recordings of everyday conversations, cultur-
ally important events, active elicitation sessions to
elicit and discuss word meanings, and structured
tasks to elicit aspects of Nasal phonology and gram-
mar. In the vast majority of recordings, speakers
were recorded on separate channels using lapel or
headset microphones. Recording in this way better
facilitates the ability to train, test, and use ASR
models on conversational data by targeting individ-
ual speaker audio and reducing signal bleeding.

The largest portion of the documentation con-
sists of everyday conversations, followed by active
elicitation sessions. The majority of recordings that
fall into the prior category have been transcribed
using Discourse Transcription and translated into
Indonesian using ELAN and later glossed in FLEx.
However, the majority of the recordings that fall
into the latter category have yet to be transcribed
or translated. The aim of these active elicitation
sessions is to discuss a large number of lexical
items with their associated meanings and uses by
facilitating conversations of various semantic do-
mains. This documentation forms the basis of a

Nasal dictionary project.
At the outset of this documentation project,

project leaders (which includes the second author)
hosted a series of meetings to discuss issues such as
project outcomes and orthography development as
well as training workshops in Discourse Transcrip-
tion, ELAN, and FLEx at the Atma Jaya Catholic
University of Indonesia. The third and fourth au-
thors participated in the workshop. During the
workshop, they began producing transcriptions, and
with the help of project team members with linguis-
tics training, they began transcribing recordings of
conversations. Over subsequent years, Nasal tran-
scribers have honed transcriptions and translations
as well as their methods for transcribing. Currently,
transcriptions and corresponding translations are
produced by the third and fourth authors in ELAN
with the following workflow:

1. Segmentation: Segment recording into Into-
nation Units in Segmentation Mode in ELAN

2. Transcription: Fill empty annotations with
Nasal transcriptions

3. Discourse & translation: Input correspond-
ing discourse transcriptions and Indonesian
translations necessary for analysis

4. Context: Create additional annotations for
various types of sporadic notes (speech con-
text, code-switching, etc.)

Of these four steps, the one to be addressed by
the ASR model is transcription. Depending on the
granularity of transcription, it can take upwards
of forty minutes to transcribe one minute of audio
(Seifart et al., 2018), often requiring listening to
each individual annotation up to five or ten times.
Given its drastically greater time requirement over
the other steps, we decided to work on implement-
ing ASR for transcription first with plans to tackle
the remaining three in the future.

2 Methods

2.1 Data preparation
The data used for training and testing the ASR
model consist of transcribed audio from twenty-five
recordings of various genres: everyday conversa-
tion (13), brief map game and role-play tasks origi-
nally recorded for prosody elicitation (10), and se-
mantic domain active elicitation sessions recorded
for dictionary development (2). Sessions lasted
anywhere from fifteen minutes to three hours for
approximately 25 total hours of recording time.
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Each session included two to four speakers with
49 unique speakers in total (seven appeared in
two recordings, one appeared in three recordings).
While nearly all of the dictionary elicitation ses-
sions feature both the third and fourth author as fa-
cilitators, one or two additional speakers, differing
by recording, are also present, and thus training the
model on a diverse speaker population accords with
the intended use case. The transcriptions for these
recordings were produced by the third and fourth
authors over a period of four years. The text for
these transcriptions constitute the corresponding
text input for the language model. Audio segments
corresponding to the timestamps for the annota-
tions were extracted from each individual speaker
audio file. This training data for the ASR model
totaled more than 160,000 words in 66,500 anno-
tations accounting for 17.5 hours of speech time
(that is, excluding all silence, i.e. non-annotated
segments, from each speaker audio file).

2.2 ASR training

The data was split into two sets, training data and
testing data, with a simple 80/20 division of the
annotations, respectively. The ASR model was
built by fine-tuning the small model from Whis-
per (Whisper 2024), using the small model’s pre-
trained tokenizer and feature extractor from Indone-
sian, a related language. Fine-tuning ran over 5,000
steps with evaluation according to word error rate
(WER) taken at every 500-step checkpoint. The
best of these checkpoints was used in generating
the transcriptions for the transcription task.

2.3 Transcription task

In order to determine the viability of using ASR-
generated transcriptions over transcribing record-
ings from scratch, we designed a short transcrip-
tion task. In this task, the first author selected two
excerpts, one from a conversation and the other
from an active elicitation session and neither of
which was used in training and testing the model.
The 2 minute and 30 second excerpts were seg-
mented in ELAN, leaving empty annotations. The
third and fourth authors then each produced four
transcriptions on the two excerpts. The third au-
thor transcribed the elicitation session first and
the conversation second, while the fourth author
transcribed the conversation first and the elicita-
tion session second. Both started their first file by
correcting the ASR-generated transcript and then
transcribed from scratch, whereas with the second

file, they first transcribed from scratch and then
corrected the ASR-generated transcript. The task
was designed in this way so as to balance any con-
founding influence from the order of session or
transcription method. The third and fourth authors
screen-recorded the process of transcribing each of
the four files and later compared their experiences
in each.

3 Results

3.1 ASR results

Over the 5,000 steps of fine-tuning the ASR model,
the lowest error rate attained in the training check-
points was 43.9%, a significant improvement over
the 67.2% of the previous model trained on Nasal
data (San et al., 2023). When tested against two seg-
ments of audio not included in the testing set (one
from an everyday conversation, one from an active
elicitation session), WER was higher at 60.1% (con-
versation) and 54.1% (active elicitation). Character
error rate (CER) was similarly calculated for both
to gain a better understanding of the kinds of errors
made by the model. These came out to be 21.4%
(conversation) and 20.4% (active elicitation), cor-
responding as expected with the WER above given
the distribution of word length in Nasal. On fur-
ther inspection of the ASR output, these rates were
found to be inflated by errors with interjections
(e.g. transcribing a single syllable m rather than a
two syllable mm) and orthographic variations intro-
duced by the training data (see Limitations at the
end of this paper).

3.2 Transcription comparison results

After completing the transcription task, the third
and fourth authors found that correcting the ASR-
generated transcriptions was able to significantly
speed up transcription time, with all four tests
showing improvements. It is unsurprising that the
gains were higher (23.49% compared to 11.30%,
32.29% compared to 21.92%) when the ASR-
assisted method occurred second — as the authors
had already been exposed to the media once —
but the improvement is nonetheless apparent. Al-
though many corrections needed to be made to the
generated transcripts, changes were most often mi-
nor, single-letter or single-word edits and rarely
required reannotating an entire IU. Furthermore,
revising the automatic transcriptions was preferred
over transcribing from scratch, since having a base-
line of transcribed text meant the audio needed to
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be listened to fewer times in order for the recorded
speech to be accurately determined.

4 Discussion

Documentary projects typically result in the pro-
duction of a large body of audio and video record-
ings of various genres, from narratives to conversa-
tion and elicitation. Whether to assist in the produc-
tion of language materials or in linguistic analysis,
creating transcriptions of these recordings is often
a normal part of a documentary linguists’ work-
flow. As has been demonstrated here for Nasal,
once a small body of transcribed audio data has
been produced, these transcriptions can be lever-
aged to fine-tune an ASR model to speed up the
transcription of remaining or future documentary
data. The authors, who themselves work directly
with transcribing the Nasal data, have found that
correcting the transcriptions generated by a model
trained on such data significantly aids in the tran-
scription process.

One of the primary motivations for developing
this ASR model for Nasal is the ongoing compi-
lation of the Nasal dictionary. A large corpus of
active elicitation sessions, now totaling 70 hours
of data, remains to be transcribed. Transcriptions
of these sessions – many of which contain lexical
items absent from the corpus of everyday conversa-
tion – would make the data more usable and more
easily linked with dictionary outputs. Although
recordings of active elicitation sessions contain a
greater frequency of new lexical items, the ASR
model developed here did not show significant dif-
ferences in accuracy in transcribing the active elic-
itation recording and the everyday conversation
recording, proving equally useful for the dictionary
compilation process.

As discussed above (§1.2), the transcription
workflow in the Nasal documentation project con-
sists of four steps. Since transcription time is the
most significant problem in this workflow, we de-
cided to tackle it first. ASR-generated transcrip-
tions for Nasal speech have already proven to sig-
nificantly speed up the transcription process. Ad-
dressing the remaining three steps could further
contribute to faster transcription of documentary
data. For example, further AI models targeting
prosody and intonation could be implemented to
speed up the IU-based segmentation used in our
transcriptions. Discourse transcription will likely
need to remain manual, but machine translation

has also shown promise in low resource contexts
(see van Esch et al., 2019) and Whisper AI may
even prove to be useful in this regard (see the de-
scription at Whisper 2024). Finally, the creation of
additional contextual notes, while important for lin-
guistic analysis, results in less than two percent of
the total number of annotations and thus needs not
be immediately addressed with computer-assisted
methods.

5 Conclusion

We fine-tuned a pre-trained ASR model with 25
hours of data typical to a documentation project.
Through comparing the processes of correcting
transcripts generated from this model and transcrib-
ing from scratch, it was demonstrated that such a
model proves effective for improving the transcrip-
tion workflow and reducing the amount of time
necessary for transcribing documentary data. We
believe that such models are more accessible to
documentary linguists than typically thought and
can greatly assist in the transcription process.

Limitations and future prospects

In reviewing the ASR-generated transcripts, it was
clear to the authors that a major contributor to the
increased WER and CER was the lack of standard-
ization in the Nasal orthography. For example,
many words contain two-vowel sequences and can
be written with or without a predictably inserted
glide (e.g., gauh, gawuh ‘just’ are both valid writ-
ten forms). In other cases, a shortened form of a
word used in rapid speech is variably reflected in
the transcripts either by the longer or the shorter
form (e.g., either jenu, nu ‘before, earlier’ may be
transcribed even if nu is uttered). For these and sim-
ilar issues training ASR models in the documentary
linguistics context, see Meelen et al. (2024).

In an effort to determine if better results could
be easily attained, the authors addressed the first
issue by standardizing spelling of vowel sequences
throughout the transcriptions, included seven ad-
ditional hours of recording, and used Whisper’s
medium baseline to generate a new model. Results
from this model show an improved WER of 37.0%
and CER of 14.4%.
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Abstract

Kwak’wala is an Indigenous language spoken
in British Columbia, with a rich legacy of pub-
lished documentation spanning more than a
century, and an active community of speakers,
teachers, and learners engaged in language revi-
talization. Over 11 volumes of the earliest texts
created during the collaboration between Franz
Boas and George Hunt have been scanned but
remain unreadable by machines. Complete dig-
itization through optical character recognition
has the potential to facilitate transliteration into
modern orthographies and the creation of other
language technologies. In this paper, we ap-
ply the latest OCR techniques to a series of
Kwak’wala texts only accessible as images, and
discuss the challenges and unique adaptations
necessary to make such technologies work for
these real-world texts. Building on previous
methods, we propose using a mix of off-the-
shelf OCR methods, language identification,
and masking to effectively isolate Kwak’wala
text, along with post-correction models, to pro-
duce a final high-quality transcription.1

1 Introduction

In this work, we focus on the Kwak’wala language
(Wakashan, ISO 639.3 kwk), spoken on Northern
Vancouver Island, nearby small islands, and the
opposing mainland. Kwak’wala and several other
Indigenous languages in this region have over a cen-
tury of of legacy documentation created by early
anthropologists, primarily in orthographies devel-
oped by Franz Boas to capture complex and typo-
logically unusual phonetic and phonological inven-
tories (Himmelmann, 1998; Grenoble and Whaley,
2005). Kwak’wala, for example, has 42 consonant
phonemes represented with a selection of charac-
ters from the North American Phonetic Alphabet
(cousin to the IPA), and over 13 possible vowel
pronunciations represented with a heavy dose of

1Relevant code and data resources are available here.

diacritics and digraphs in all its scripts. During the
first half of the 20th-century, scripts such as these
were created and used by ethnologists, researchers,
and collectors to transcribe the languages spoken
in communities across North America. Between
1897 and 1965, an extensive series of texts in In-
digenous languages was published by the United
States Bureau of American Ethnology (BAE, now
the Smithsonian). The collaboration between Franz
Boas and George Hunt generated 11 volumes of
published texts over 50 years, as well as extensive
unpublished documentation. This script is difficult
for anyone to read, amplifies phonetic complexity,
and is primarily considered a legacy script, limiting
access only to a few. However, many precious doc-
uments with detailed information of cultural value,
were created in this script (see Figure 1), necessi-
tating their accurate digitization and transliteration
into modern Kwak’wala writing systems. Note that
while Kwak’wala is classified as an endangered
language with most first-language speakers over
the age of 70, it has thriving language revitaliza-
tion programs focused on creating new speakers
among children and adults. Research progress for
Kwak’wala and its three scripts (U’mista in the
Northern communities, SD-72 in the Southern com-
munities, and the legacy Boas-Hunt script) is ur-
gent to better support revitalization and educational
efforts led by community members. Currently,
Kwak’wala, like many other ‘low-resource’ endan-
gered and Indigenous languages, lags behind in the
number of available computational tools (Agarwal
and Anastasopoulos, 2024).

To remove this disadvantage and enable greater
online community participation, in our project, we
focus on digitization of valuable Kwak’wala texts,
prioritized according to community needs, to en-
able building tools such as word processing, speech
to text, predictive typing, etc. We create these
resources by applying existing optical character
recognition and language identification techniques,
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and making necessary modifications to suit them
to Kwak’wala. We use grapheme-to-phoneme tech-
nology (Pine et al., 2022) to transliterate texts into
the U’mista orthography, one of two community-
preferred modern Kwak’wala writing systems. A
draft of the 1921 Boas-Hunt text produced through
a previous collaboration was distributed to 50 com-
munity and academic experts for review, and the
feedback we gathered through surveys and conver-
sations informed our production of a second draft
PDF for publication and distribution. This feed-
back assisted us in prioritizing highly-valued ele-
ments of the texts which had originally been over-
looked or erased through the process, such as the
text-referenced line numbers cited by Boas in his
dictionary and grammar, creating an analog concor-
dance and networking these Kwak’wala texts into
the prototypical ‘Boasian trilogy’. This research,
conducted in consultation with community-based
language programs and guided by community pri-
orities, will greatly increase access to culturally
significant documents, thus empowering the com-
munity to draw on these resources to propagate the
language and culture to future generations (Lawson,
2004).

2 Data

We focus our effort on digitizing five books that
include Kwak’wala text and, often, parallel transla-
tions in English. We chose these books due to their
similar fontfaces, clean layout, typed content (as
opposed to handwritten), and high-quality scans.

1. Jesup Volume 5, Part 1 (Franz Boas and
George Hunt, January 1902): This 280 page
book is part of the Jesup North Pacific Ex-
pedition publication series and contains an
anthology of Kwak’wala texts in Hunt-Boas
orthography. The book primarily contains dic-
tated Kwak’wala texts (with parallel running
English translation), and an appendix with
grammatical information, stems, vocabulary,
and traditional songs sung by Kwak’wala com-
munities (Boas and Hunt, 1902a).

2. Jesup Volume 5, Part 2 (Franz Boas, De-
cember 1902): This 144 page book is mostly
formatted similarly to Volume I, but this par-
ticular volume doesn’t contain interlinear text,
and instead has an abundance of monolingual
single-column Kwak’wala prose (Boas and
Hunt, 1902b).

3. Jesup Volume 5, Part 3 (Franz Boas, 1902):
This is the third and final part of Volume 5,
and is formatted similarly to Part II. It also
contains a substantial appendix with vocabu-
lary and stems (Boas and Hunt, 1902c).

4. Jesup Volume 10 (Franz Boas and George
Hunt, 1906): This book contains valuable
texts from the North Pacific Expedition in
Kwak’wala and Haida (Masset dialect) lan-
guages. For the purposes of this project, we
use only the first part of the first 282 pages of
this book that contains the Kwak’wala texts
(Boas and Hunt, 1906).

5. The Kwakiutl Of Vancouver Island Vol-
ume II (Franz Boas, 1909): This book con-
tains valuable texts in Kwak’wala on wood-
working, weaving, hunting, fishing, clothing,
measurements etc. Most of the descriptions
are in English, with plenty of inline figures
(that disrupt the layout extraction of the OCR),
but there are also tens of pages of Kwak’wala
dictated text (with parallel running English).
The book alternates between a single and dou-
ble column layout (Boas, 1909).

3 Related Work

Optical character recognition (OCR) is a multi-
label classification problem, where a patch of pix-
els is shown to an OCR model, and its task it to
classify it into one of n classes (usually the alphabet
+ punctuation). When extended to entire pages or
documents containing textual material, this can al-
low us to digitize previously inaccessible materials.
Since it is crucial for digitization of manuscripts,
linguistic field notes etc., it is widely used in the
humanities to render such texts accessible to re-
searchers and to language community members
(Reul et al., 2017; Rijhwani et al., 2021, 2020).

This technique has, over time, developed into
a discipline, with many excellent surveys written
covering the technical and applied aspects of OCR
(Agarwal and Anastasopoulos, 2024; Nguyen et al.,
2021; Neudecker et al., 2021; Memon et al., 2020;
Hedderich et al., 2021). Today, many open-source
(Tesseract and Ocular) and commercial systems
(Google Vision and Microsoft OCR) exist for OCR
and they can extract text from most images quite
effectively, as long as they are in a language it has
seen during training (Smith, 2007; Blecher et al.,
2023; Berg-Kirkpatrick et al., 2013). Several re-
search efforts before have tried to address the lack
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Figure 1: Example two-column text from the Kwakiutl of Vancouver Island (1909) collection. Notice the abundance
of inline figures in this text that interfere with Google Vision’s OCR pipeline.

of resources in certain indigenous languages us-
ing OCR to create machine-readable texts such as
Central Quechua (Cordova and Nouvel, 2021) and
Akuzipik (Hunt et al., 2023).

4 Methodology

4.1 First-Pass OCR

Google Vision is a well-maintained modern OCR
tool that tends to work well on Latin/Roman or-
thographies and their extensions (Fujii et al., 2017;
Rijhwani et al., 2020). Additionally, since our col-
lections are composed of multilingual texts, it is
vital to use a tool that can handle multilinguality
within documents. It is a paid (per page) service
at the rate of $1.25/1000 pages, but the first 1000
pages every month are free. Since our project and
its digitization was conducted over several months,
we did not incur any first-pass OCR charges. Open-
source alternatives like Ocular or Tesseract may
also be used for OCR, especially when data restric-
tions require local processing, instead of sending
data through APIs to Google servers. However,
note that they require manual training, computa-
tional expertise, preparation of training and evalua-
tion data, and have a higher learning curve (Smith,
2007; Berg-Kirkpatrick et al., 2013) .

4.2 Language Identification

We use language identification (langID) to distin-
guish English from Kwak’wala as proxy for struc-
ture identification in our collections. LangID is
also extremely important to enable masking of non-

Kwak’wala text. To the best of our knowledge,
no off-the-shelf language identification model sup-
ports Kwak’wala in the Hunt-Boas orthography.
So, we use fastText as it allows easily training on
custom data from scratch on CPU (Joulin et al.,
2017; Agarwal et al., 2023). Our final model,
trained on first-pass Kwak’wala and English texts
(binary model, default fastText parameters, 1000
sentences per language), achieves a sentence-level
accuracy of 99.84%. This model is applied on each
page’s bounding boxes, which allows us to reorga-
nize text with improved layout.

4.3 Masking
The texts are diversely formatted, and contain addi-
tional information in illustrations, figures, line num-
bers and the like. Since the post-correction model
(see Section 4.4) is trained to correct Kwak’wala
text alone, we quickly realized that real-world digi-
tization projects like ours require the development
of a masking pipeline. Additionally, masking is
preferable as post-OCR correction models are best
trained for a single language, and English first-pass
OCR quality is often extremely good without re-
quiring post-OCR correction. Following the first-
pass OCR, we apply a masking layer that temporar-
ily hides/masks all English text (as labeled by the
langID model), numbers, and certain punctuation
like parentheses, that were impacting subsequent
steps in the pipeline. This allows us to isolate,
to the best ability of the language identification
model and based off our overall structural crop-
ping, the first-pass text in Kwak’wala that needs
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post-correction. For each line, token-level indices
of the masked tokens are stored in a separate file
at this stage. This allows us to track exactly what
tokens were masked so we can reintroduce them in
the same spots after post-correction.

4.4 Post-Correction

Post-correction can allow us to automatically cor-
rect errors in very low-resource OCR settings, by
training a correction model on a small sample
of first-pass and reference text pairs (Kolak and
Resnik, 2005; Dong and Smith, 2018). The post-
correction model has a multi-source neural archi-
tecture, based on Rijhwani et al. (2021), which
has been shown to reduce character error rates by
32–58%. We use the model from this paper directly
for post-correction, with the weighted finite-state
transducer setting for lexical induction turned off,
as it was shown in Rijhwani et al. (2021) not to
improve Kwak’wala post-correction in contrast to
other low-resource languages. This is likely due
to the polysynthetic structure of Kwak’wala words,
leading to low lexical frequency of any one token.
We train the model from scratch on the labeled
Boas-Hunt dataset shared in the paper, with pre-
training conducted on the unlabeled first-pass OCR
outputs for the collection. We first replicated the
character error rate results from the original pa-
per to ensure reliability of the model. Then we
applied our trained model to our test text. The un-
masked Kwak’wala text from the previous stage
is fed line-by-line to the post-correction model to
obtain post-corrected Kwak’wala text.

4.5 Reconstruction

Next, we reinsert the masked tokens (English text,
punctuation, line numbers in the margins, etc.)
into the post-corrected sentence at the appropri-
ate indices. This gives us the final reconstructed
multilingual output, along with crucial indexical
cross-referencing information such as page and
line numbers. At this stage, the Kwak’wala text is
also transliterated into the desired modern orthog-
raphy (ex. U’mista or SD-72) using grapheme-to-
phoneme conversion to allow for better readability
and accessibility of the text.

4.6 Evaluation

We compare the reconstructed output to gold ref-
erence texts to evaluate the digitized texts’ quality.
We do this for two books at two levels:

Jesup 5.1, 1902 Kwakiutl, 1909
CER SER CER SER

First Pass 0.43 25 0.33 18
Corrected 0.18 2 0.15 3

Table 1: For both books, we find that using our pipeline
greatly reduces not only textual errors (CER) but also
greatly improves the layout and structure (SER)

• Textual Errors: To capture textual errors,
such as misspellings, missing diacritics, to-
kenization etc., we use Character Error Rate
(CER). This is a popular metric to understand
character-level variations and error distribu-
tions in the output text, as compared to the
gold-reference. For morphologically complex
and polysynthetic languages like Kwak’wala,
CER is a much better metric than word-level
scores because a large amount of vocabulary
would be unseen at test-time (Rijhwani et al.,
2023).

• Structural Errors: We use the metric from
Kanai et al. (1995) that measures insertion,
deletion, and maximal move operations re-
quired across the output page to make it iden-
tical with the reference text. A weighted sum
of these operations gives us the overall error,
allowing us to quantify the structural quality
of out outputs, and we normalize it to be be-
tween 0-100, with less being better.

Gold reference pages are created by inspecting the
post-corrected output, comparing it with the source
image, and manually correcting any errors. This is
the most expensive part of the overall process and
requires expertise in the language. So, for the mo-
ment, we evaluate on a few representative sample
pages for two books. We showcase these results in
Table 1, where we can observe a 50% decrease in
character error rate and 87.5% reduction in struc-
tural error with our pipeline of language identifica-
tion, masking, and automatic post-correction.

5 Conclusion

We apply the latest OCR techniques to a series
of previously undigitized Kwak’wala texts, and
demonstrate the challenges and unique adaptations
necessary to make OCR work for real-world texts
and collections. We propose using a mix of off-the-
shelf OCR methods, language identification and
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masking to effectively isolate Kwak’wala text, and
post-correction models to produce a high-quality
transcription. We plan to disseminate the digitized
documents directly to the community members.
Additionally, with consent of the community part-
ners and data annotators, we plan to share the digi-
tized and transliterated text (in three orthographies)
with the data hosting institutions, such as the Amer-
ican Philosophy Society and Columbia University
Rare Books and Special Collections, where a large
collection of Boas-Hunt manuscripts have recently
been digitized (Schlottmann, 2023). We hope to
explore ways that this work in improving OCR
for Kwak’wala and developing reliable digitiza-
tion workflows for legacy texts can be transferable
to other legacy orthographies, directly benefitting
other language communities.

Limitations

Since our contribution type is best suited to a short
paper, at the moment, we did not include more ex-
tensive benchmarking for language identification.
As we continue to work with our language commu-
nity collaborators, we will continue to add more
gold reference texts for comparison and better eval-
uation of the transcriptions.

Ethics Statement

Though they derive from material in the public
domain, the first-pass, gold reference texts, and
corrected transcriptions of the selected Kwak’wala
texts will only be released publicly with the consent
of the language community members. An ethical
implication of this work is that it will allow for
more sustainable and equitable work in language
resource creation and natural language processing,
under the guidance of the language community
members and their immediate and long-term needs
for effective Kwak’wala revitalization.
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Abstract

This paper describes the process and learn-
ing outcomes of a three-day workshop on ma-
chine learning basics for documentary linguists.
During this workshop, two groups of linguists
working with two Indigenous languages of
North America, Blackfoot and Dënë Sųłıné,
became acquainted with machine learning prin-
ciples, explored how machine learning can be
used in data processing for under-resourced
languages and then applied different machine
learning methods for automatic morphologi-
cal interlinearization and parts-of-speech tag-
ging. As a result, participants discovered paths
to greater collaboration between computer sci-
ence and documentary linguistics and reflected
on how linguists might be enabled to apply ma-
chine learning with less dependence on experts.

1 Introduction

During this time of increased AI-assisted language
documentation, more and more studies emphasize
the necessity and importance of collaborative ef-
forts between documentary and computational lin-
guists (Gessler, 2022; Flavelle and Lachler, 2023;
Opitz et al., 2024). Additionally, Gessler and
von der Wense (2024) point out the lack of in-
terdisciplinary educational initiatives that could
introduce specialists from both fields to the spe-
cific and general context of each other’s work and,
thus, bring mutual understanding and effective col-
laboration. In this paper, we describe our experi-
ences hosting and participating in a “Machine-in-
the-Loop” (MitL) workshop, held in Edmonton at
the University of Alberta during November 14-16,
2023, which addresses this lack. The workshop
curriculum Moeller and Arppe (2024) aims to in-
troduce documentary linguists to machine learning
(ML) and natural language processing (NLP) and to
provide Python-savvy linguists with ML skills rele-
vant to Indigenous language research and resource
development. The workshop focused on founda-

tional concepts underpinning machine learning and
its application in NLP. In practical sessions, we
worked in two teams focusing on two Indigenous
languages of North America, Blackfoot and Dënë
Sųłıné, each working toward a different project
goal using a different machine learning model and
NLP task. A Transformer deep learning model was
trained to perform automatic interlinear morpho-
logical glossing of Blackfoot texts. A Conditional
Random Fields (CRF) model was used to build a
parts-of-speech (POS) tagger for Dënë Sųłıné.

The paper does not provide any ground-breaking
solutions for computational linguistics but rather
describes how already-established techniques can
facilitate linguists’ work with truly under-resourced
languages. Notably, the workshop outcomes
demonstrate that gaining awareness and a basic
understanding of foundational ML concepts, com-
bined with basic programming skills, enables lin-
guists themselves to use NLP for the study and
annotation of endangered languages.

This paper advocates for active collaboration be-
tween documentary and computational linguists in
a way that enables documentary linguists to auto-
mate their own work efficiently, thereby reducing
reliance on NLP experts to advance language tech-
nology for Indigenous communities. We feel that
such a collaboration does not happen very often
because linguists and computer scientists both as-
sume it takes years of education before one can
practically apply machine learning. This, com-
bined with a below-average interdisciplinary di-
mension in NLP (Wahle et al., 2023), means many
attempts at collaboration become inefficient inter-
actions that seem more like data extraction to lin-
guists (Flavelle and Lachler, 2023). This not only
raises concerns about data security and sovereignty
but also excludes the linguists’ and language com-
munities’ perspectives from the NLP development.
We believe that an approach where collaborators do
not assume the technicalities are beyond linguists’
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grasp leads to the effective sharing of knowledge
as well as results. For example, we found that,
while NLP experts can automate their solutions,
documentary linguists can immediately identify
the problems in NLP model output, leading to in-
creased problem-solving and benefits to both NLP
and documentary goals.

Overall, by describing our workshop experience
and our reflections on the interactions, we provide
a positive example of collaboration between docu-
mentary and computational linguists, showing how
much can be achieved in just three days by com-
municating needs, challenges, problems, and new
terminology. We think that such collaborations can
benefit both disciplines and support endangered
language revitalization and documentation. We
take inspiration from the proverb “Give a man a
fish and you feed him for a day; teach a man to
fish and you feed him for a lifetime” and use the
metaphor of teaching a linguist to fish to illustrate
the perspectives of both groups in section 2 fol-
lowed by a description of the workshop in section
3 and the languages in section 4 followed by the
outcomes from our three-day “teach a linguist to
fish” approach to AI in sections 5 and 6.

2 Perspectives on Machine Learning for
Documentary Linguistics

During the MitL workshop, we found ourselves
falling into three main groups, each of which has
different concerns regarding language data and ML,
and thus takes a different approach to “fishing.”
The first group (co-authors Kriukova and Schmir-
ler) consists of the documentary linguists with an
interest in and familiarity with computational meth-
ods, who want to actively participate in creating,
evaluating, and testing computational models (i.e.,
learning to fish, see section 2.1). We will refer to
them as computationally-minded linguists or CM-
Linguist1 and 2. The second group (co-authors
Genee, Lovick, Smith, to be referred to as DocLin-
guist1, 2, and 3) is comprised of documentary lin-
guists with less interest in undertaking the computa-
tional data processing themselves, but who instead
want to be familiar enough with the methods to
communicate their needs and evaluate the outputs
effectively (i.e., being on board, see section 2.2).
The third group (co-authors Arppe and Moeller
– to be referred to as CompLinguist1 and 2) con-
tains the computational linguists who organized the
workshop and who were primarily concerned with

how participants might gain access to sufficiently
powerful computing resources and make use of
these resources (i.e., the tools used for fishing, see
section 2.3). They chose the computational models
and code used in the workshop to match the level of
technical skills of the linguists in the second group,
assuming they would have help after the workshop
from those in the first group. Sections 2.1 to 2.3
are written by each group, respectively. Addition-
ally, we want to emphasize that the teaching part of
the metaphor is not intended in a strict sense, i.e.,
we did not expect to turn documentary linguists
into computational linguists in a three-day work-
shop, but rather we aimed to bridge the knowledge
gap sufficiently so that documentary linguists could
initiate and foster effective collaboration with or
without the direct guidance of NLP experts.

2.1 Teach a linguist to fish
Linguists who are primarily trained in language
documentation and description, have basic pro-
gramming skills and have an interest in compu-
tational methods are happy to be directly involved
in the development of ML applications for endan-
gered languages. We are also interested in working
together with computational linguists. However,
even when there is an interest, we find barriers to di-
rect involvement or effective collaboration. When
we look for help, we find guides for ML online
that are either oversimplified or too focused on the
mathematical foundations of the algorithms at hand
(Vajjala, 2021). Meanwhile, we just want to know
enough about ML methods to apply them to our
data and to understand how the data and models (or
at least the outputs) interact, allowing us to evaluate
and improve the models ourselves. Moreover, most
guides and books are focused on major languages
and thus leave our questions about morphosyntac-
tically different languages unanswered. They are
insufficient for beginning work with endangered
languages. For example, “Sentiment Analysis Us-
ing Python”1 never mentions “English” but it be-
comes clear that the guide assumes the language
already has a tokenization model, a list of stop
words, and morphological model for lemmatiza-
tion. Also, guides may assume we need the latest
and most advanced language models. Sometimes,
simple and time-tested methods are sufficient for
work with limited data (see section 2.3) and their
simplicity and reduced computing demands can

1https://www.analyticsvidhya.com/blog/2022/07/
sentiment-analysis-using-python
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significantly reduce our workload.
Another problem we encounter is that many ML

tutorials use pre-built, standardized datasets. Little
attention is paid to the description of how to create a
dataset for a particular model from scratch (Vajjala,
2021). At the same time, questions such as what file
format is needed, what pre-processing is required,
or how the metadata file should be organized, are
very important to us documentary linguists, who
rarely possess “sterile” ready-made datasets.

As computationally-minded linguists who do
language documentation work, we are also well-
positioned to serve as translators between computa-
tional and documentary linguists, who have less or
no interest in developing skills in the computational
side of our work. This middle-ground understand-
ing allows us to effectively communicate with both
computational and documentary linguists about the
modeling process and data annotation.

2.2 Get a linguist on board

Documentary linguists with less interest in under-
taking computational data processing often take
a somewhat ambiguous stance toward NLP. We
are interested in utilizing customized NLP tools to
manage our data and speed up our analytical work.
When relying exclusively on manual annotation by
trained individuals, this analytical work is time and
labour-intensive, and as a result, can be very ex-
pensive as well. We also perceive serious interest
in the communities we work with to benefit from
the outputs of computational work, in particular in
the areas of Automatic Speech Recognition, ma-
chine translation, talking dictionaries, and anything
that will support the development of pedagogical
materials. On the other hand, those communities
are concerned about data sovereignty issues with
respect to Indigenous language data (see for exam-
ple, Rainie et al., 2019 or Junker, 2024). We also
know from experience that computational linguists
routinely underestimate just how “messy” language
documentation is at all levels: from noisy multi-
speaker audio recordings to code-switching and
inconsistent or erroneous transcription and annota-
tion. While we may not be best-suited to learning
NLP techniques ourselves, our direct involvement
and guiding role in NLP development for the lan-
guages we work with has clear benefits for the
processes discussed below, particularly as it allows
us to act as advocates for the communities who are
most likely to suffer any negative impact.

2.3 A fishing rod vs. an industrial trawler

In the context of documentary linguistics, NLP re-
searchers equipped with advanced AI techniques
are like industrial fishing trawler operators, aiming
to maximize scale, capabilities, and efficiency. We
work in a field that often prioritizes publications of
cutting-edge performance. However, we find that
the needs of documentary linguists which could
be served by NLP often require fundamental NLP
tasks, such as POS tagging, or are best served by
models which are not state-of-the-art. From our ex-
perience, linguists’ most needed tasks often seem
underwhelming. The computational problems in-
volved in documentary work may be viewed in
NLP as already solved even in low-resource set-
tings, or the main workload may consist of basic
data processing. Therefore, undertaking NLP work
to benefit documentary linguistics and minority
communities can leave one feeling that we are be-
ing asked to leave the trawler and sit on the shore
with a bamboo rod.

Yet we found these seemingly mundane tasks
are often out of reach for documentary linguists
even if their training does include introductory pro-
gramming skills. They may be unaware of the
simplest NLP tools or common low-resource tech-
niques. Designing the workshop we hypothesized
that social scientists who discover the regular and
irregular structures of language and can describe
how they fit in a complex system of previously un-
studied languages, all without being able to speak
the language, are capable of grasping fundamental
concepts of ML. We gambled that linguists could
bridge the knowledge gap sufficiently in three days
to empower them to design and direct their own
collaborative computational projects, even if they
could not code one line of Python. We feel the out-
comes, whether in a POS tagger, F1 scores, or the
participant’s intelligent use of new vocabulary, jus-
tified our assumptions. We emphasize that the next
steps described in sections 5 and 6 were proposed,
explained, and are being independently executed
by the linguists themselves.

3 The Workshop

Just as hiring a fishing guide might be advantageous
over buying one’s own oceangoing trawler, collabo-
ration with NLP experts can be highly beneficial for
documentary linguists. However, the advantages
of relying on NLP expertise for computationally
intensive tasks must be weighed against long-term
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dependence on domain experts who have different
long-range goals. Also, if the short-term need of
the documentary linguist or language community
is critical enough to outweigh the downsides of
“being given a fish,” quick-fix NLP solutions are
appropriate. The ideal situation, however, is that
linguists themselves would be able to perform the
required NLP work. The workshop description be-
low illustrates how this long-term ideal situation
can be created in practical terms.

3.1 Summary of the Machine-in-the-Loop
Workshop

This workshop aimed to introduce linguists from
non-technical backgrounds to the use of NLP for
language-related tasks. In the mornings, lectures
and interactive activities introduced the participants
to the general principles of ML algorithms with
clarification of specific relevant topics or terminol-
ogy such as unsupervised vs. supervised learning
and classical machine learning vs deep learning.
Special attention was paid to those ML methods
that work well in low-resource settings and to pre-
cision, recall, and F1 scores for evaluation. In the
afternoons, two teams of linguists were able to
apply what they learned by training a model on
their own data and improving it during the work-
shop. Discussions and questions were encouraged,
as well as sharing progress and roadblocks between
the two teams.

3.2 ML for language documentation
While a fuller account of the curriculum of our
workshop can be found in Moeller and Arppe
(2024), here we briefly summarize our understand-
ing and use of ML in the workshop. We define ML
as a type of AI, wherein a computer makes use of
an algorithm and statistical model to do something
“intelligent”. Data are mapped as points in space,
and ML creates a statistical model based on that
data, which can then be used for prediction. Predic-
tions are made by learning patterns from data. This
pattern recognition somewhat mimics how humans
learn, and thus the computer can help improve on
a manual task.

ML is already used for some linguistic or
language-related tasks, such as clustering for di-
alectology or n-grams for predictive text, but can
be also useful for documentary linguistics, partic-
ularly in the data annotation bottleneck. Taking
audio or transcribed data from its raw form to a
fully interlinearized corpus is a time-consuming

process. Since linguists already create some tran-
scribed and annotated data as part of their basic
analysis, ML offers the opportunity to use those
annotations as training data for predictive models
to speed annotation for the remaining data.

In the workshop, we take a machine-in-the-loop
approach (active learning) that allows human lin-
guistic expertise to annotate new data selected
based on the marginal probabilities of a CRF, for
example. This approach assists simultaneously
in completing the annotation process and more
quickly improving the model’s output. The work-
flow involved gathering and preparing our data
for training (ideally ahead of time for preprocess-
ing), choosing a model, and then training, testing,
and evaluating the model. The linguists evaluated
the model, decided what changes to the data were
needed, and updated the training dataset.

4 Languages and Data

4.1 Blackfoot
Niitsi’powahsin or Siksikai’powahsin, usually
called Blackfoot (ISO: bla) in English, is an Al-
gonquian language spoken in Alberta and Montana
by perhaps less than 5,000 people out of a total
population of around 40,000 (Genee and Junker,
2018, 301–302). The data used in the workshop
is a collection of stories containing ∼1,000 words,
drawn from several sources (Russell and Genee,
2014; Ermineskin and Howe, 2005; Genee, 2009;
Frantz, 2017; Glenbow Museum, n.d.; Many Feath-
ers et al., 2013), interlinearized as in (1).2

(1) Ninna iikaahsitapiiwa.

n-inn-wa
1-father-AN.SG

iik-yaahs-itapii-wa
very-kind-be_person.VAI-3SG

‘My father was a very kind person.’ (Russell
and Genee, 2014, 12)

Blackfoot is a polysynthetic language with many
possible morphemes per word. While generally
concatenative, these morphemes also display con-
siderable allomorphy and surface variation due to
morphophonological processes, which, as we will
discuss in our outcomes, can cause issues with data

2Most sources provided the analyses for the interlinear
glossing. For Russell and Genee (2014), the analyses were
provided by DocLinguist1 and for Glenbow Museum (n.d.),
the analyses were provided by Heather Bliss, November 2010.
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preprocessing for machine learning and no doubt
offers an extra challenge for the model itself by
introducing considerable variation and ambiguity.

The team working with Blackfoot data consisted
of three members. DocLinguist1 is working on
Blackfoot language documentation and revitaliza-
tion and has more than a decade of experience
with this language. CMLinguist2 is a postdoctoral
scholar who specializes in Algonquian linguistics
with a focus on morphosyntactic and phonologi-
cal modeling and currently works with DocLin-
guist1. DocLinguist3 is an MA student of DocLin-
guist1 and a member of the Piikani Nation, who
also works in the field of documentation and re-
vitalization of Blackfoot, with a focus on corpus
creation and textual annotation.

4.2 Dënë Sųłıné
Dënë Sųłıné (ISO: chp; hence: DS) is a
Dene (Athabaskan) language spoken in Manitoba,
Saskatchewan, Alberta, and the Northwest Territo-
ries (Cook, 2004). The 2021 census indicates that
there are around 10,000 speakers of DS (Statistics
Canada, 2022), making it one of Canada’s most vi-
tal Indigenous languages. More than half of these
speakers reside in Northern Saskatchewan. The
data used in the workshop is a sub-corpus of the au-
diovisual corpus compiled during the Talking Dene
project 3, which collected 70 hours of naturalistic
DS representing 100 speakers ranging in age from
13 to 83 years of age. Most of this corpus has been
transcribed and translated (at the utterance- and
word-level) by speakers fluent in DS and English
as shown in (2). The dataset is not made available
here due to community preferences.

(2) grade two d´̈e dlą́t’ı sëteacher nı̨ śı̨ bënasńı=lë
hotı´̈e dód́ı

grade
grade

two
two

d´̈e
when

dlą́t’ı
who

së-teacher
1SG.PSR-teacher

nı̨
PST1

śı̨
EMPH

bë-n-a-s-ńı=lë
3SG.P-LX-LX-IPFV:1SG.S:VV-remember=NEG

hotı´̈e
very

dód́ı
NEGEX

‘In grade two, I don’t remember who my
teacher was at all.’ ITN-ETM-2022-11-28-AB

3A University of Saskatchewan research project (PI - Olga
Lovick) in partnership with the Clearwater River Dene School
and the University of Zurich.

From a typological perspective, DS can be de-
scribed as highly synthetic and fusional, particu-
larly in the verbal domain. The language is over-
whelmingly prefixing, with lexical/derivational and
inflectional morphemes interspersed within the
verb word. It is head-marking and has SOV word
order although the fact that arguments are marked
on the verb means that full noun phrases are used
more sparingly than in languages such as English.

Example (2) illustrates one of the more challeng-
ing aspects of our DS corpus: the extensive use of
English. Almost all speakers of DS nowadays are
bilingual, and switches ranging from one word to
multiple sentences, as well as English stems with
DS affixes, are extremely common.

The DS team consisted of three individuals. Do-
cLinguist2 is a specialist in Dene/Athabaskan lin-
guistics with over two decades of experience in
the description and documentation of this language
family. CMLinguist2 is DocLinguist2’s and Com-
pLingust1’s Ph.D. student. Her research area is in
harnessing computational tools for educational and
documentary purposes in low-resource language
settings, in particular for DS. In addition, we had
one graduate student observing the workshop and
the work of the DS team, though their own research
concerns neither DS nor Blackfoot.

5 Modeling outcomes

5.1 Blackfoot

5.1.1 Process
Our Blackfoot team used the Transformer deep
learning model (Vaswani et al., 2017) for the auto-
matic interlinearization of Blackfoot text, specifi-
cally morphological segmentation and morpheme
glossing. Approximately 10% of the manually an-
notated data was set aside for testing, with the re-
maining 90% used for training.

5.1.2 Outcome
For the first training iteration, our Blackfoot team
found that a small number of closed-class mor-
phemes achieved promising precision and recall
scores. These included the demonstrative stem ann-
‘that’ (0.75 precision and recall, n = 4 in the test
dataset) and the demonstrative suffix -hka ‘invis-
ible’ (0.67 precision and recall, n = 6). However,
we quickly learned that the glossing in our train-
ing data was less consistent than we had thought.
Our team thus needed to identify and correct incon-
sistencies in the glossing. The same morphemes
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may have been given slightly different English
glosses (e.g., aakii ‘woman’ or ‘lady’; sook- ‘sud-
denly’ or ‘unexpected’), allomorphs were separated
(e.g., -nnaan, -innaan, -(i)nnaan ‘1PL’, n-, ni-, nit-,
ni(t)- ‘first person’), or different abbreviations were
used (e.g., NONSP, NSPEC for ‘nonspecific’). Es-
pecially with such small datasets, consistency in
morphemes and glosses can drastically increase
the number of different training examples of each
feature.

In the second iteration, many of the morphemes
our team corrected showed improvements, such as
aakii ‘woman’ (0.67 for both precision and recall,
n = 3), demonstrative stems am- (0.75 for precision
and 1.00 for recall, n = 3), amo- (1.00 for precision
and 0.67 for recall, n = 3), and ann- (precision in-
creased from 0.75 to 1.00, recall unchanged at 0.75,
n = 4). The suffix -hka also improved (from 0.67
for precision and recall to 0.71 and 0.83 respec-
tively, n = 6), as did the first person prefix nit-, now
combined with its allomorphs (0.90 for precision
and 0.82 for recall, n = 11).

More glossing issues were found and adjusted
before the third iteration, but fixing inconsistencies
no longer seemed to affect the training, so our team
expanded the training data by adding five new sen-
tences, which is a 3.2% increase in training tokens.
For our fourth and final iteration of the workshop,
some improvements were seen, such as for ann-
(0.80 precision, 1.00 recall, n = 4) and nit- (1.00
precision, 0.50 recall, n = 12). Other affixes also
showed promise, such as the third person prefix
ot- (0.67 precision, 0.50 recall, n = 4), the animate
singular suffix -wa (0.67 precision, 0.15 recall, n =
13), and the singular suffix for inanimate nouns -yi
(0.44 for both precision and recall, n = 9).

Overall, our team found that consistent and fre-
quent inflectional morphemes and frequent stems
without considerable allomorphy were recognized
well. Some demonstrative stems, noun and verb
stems, person morphology, and the particle ki
demonstrated decent precision and recall scores,
some were correctly recognized correctly from the
beginning and others after glossing was made more
consistent. However, much of the inflectional mor-
phology and most stems were still unrecognized
or very poorly identified by the model, and much
remains to be done before a useful morphological
model is available.

5.1.3 Next Steps

In the future, the Blackfoot team plans to tackle
two main issues. First, we intend to develop two
sets of strict glossing standards across the existing
analyzed texts, with a clearly defined correspon-
dence between them. One set will be for linguistic
analysis, with each morpheme represented sepa-
rately and homophonic morphemes are marked dif-
ferently for nouns and verbs. The other set will be
geared toward machine learning, where frequently
occurring strings of morphemes can be chunked to-
gether and morphemes are marked the same regard-
less of the word class they attach to. For example,
a morpheme string like -aanaana can be broken
down into -a ‘direct’, -innaan ‘1PL’, and -wa ‘3SG’,
but for the sake of statistical modeling, it may be
worthwhile to consider this frequent sequence of
morphemes as one unit glossed ‘1PL>3SG’. For
some homophonic person and number suffixes,
such as -wa, the linguistic analysis will give differ-
ent glosses depending on whether it attaches to a
verb (3SG) or a noun/pronoun (AN.SG). However,
for machine learning, one label (e.g. ‘3SG’) may
be more effective, especially for a relatively small
dataset.

Additionally, our team has an option for gener-
ating Blackfoot words with an FST-based morpho-
logical model (Kadlec, 2023). With this option, we
can generate potentially (hundreds of) thousands
of Blackfoot words for inclusion in the training
data, increasing the data exponentially. As the to-
ken counts in the previous subsection indicate, an
increase in data is much needed. In doing this, we
intend to explore to what extent synthetically gen-
erated paradigms improve this process, e.g., when
do we see diminishing returns with increased data.

5.2 Dënë Sųłıné

5.2.1 Process

Our DS team undertook the task of parts-of-speech
(POS) tagging for DS using the Conditional Ran-
dom Fields (CRF) model (Lafferty et al., 2001),
chosen because of its ability to learn from very
small datasets and to demonstrate the role of fea-
tures of the data for training. The training data
consisted of two files comprising 582 DS utter-
ances and 2961 DS words. DocLinguist2 cre-
ated a controlled parts-of-speech vocabulary in
ELAN (ELAN (Version 6.7) [Computer software],
2023) informed by her grammatical research on
Dene/Athabaskan languages (Lovick, 2020) and
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tailored to DS. ELAN files were manually anno-
tated for POS by an undergraduate student, hand-
corrected by DocLinguist2, and exported as Flex-
Text to facilitate further data extraction by Com-
pLinguist2.

The list of POS tags used by our team comprised
18 items. In a sample of 2,817 words taken from
dialogue and monologue, nouns and verbs were
the most frequent with 521 and 520 tokens, respec-
tively. Particles, adverbs, postpositions and con-
junctions were the next most frequent categories
with more than 250 tokens each.

5.2.2 Outcome
For our team’s first iteration, we achieved an ac-
curacy score of 0.71. Similarly to the Blackfoot
team, inconsistent training data annotation was a
major source of our model’s poor performance in
the beginning. This inconsistency was partly due
to grammatical differences between DS and En-
glish (the language spoken by the undergraduate
annotator). Property concept words, for example,
are typically adjectives in English but verbs in DS.
Other inconsistencies resulted from the fact that
some lexical items are polyfunctional and therefore
often annotated for the wrong function in context;
e.g. d´̈e can function as a postposition ‘when, at
the time of’ (cf. (2) above) or as a clause con-
junction ‘if’ (see also Cook, 2004, 375–380). To
simplify the modeling task, we decided to reduce
the number of tags, which led to a slight accuracy
improvement to 0.73 over several iterations.

For our fourth iteration, we modified the CRF
model features. Initially, we used default word
feature extraction parameters designed to capture
English POS-specific prefixes (e.g., re-, un-, mis-)
and suffixes (e.g., -ed, -s/-es, -er. To address the
radically different verb morphology of DS, where
a verb stem may be preceded by multiple prefixes,
we experimented with different numbers of word-
initial and -final characters. The settings that gave
us the best results captured up to six word-initial
and word-final characters. This change in the word-
to-features Python function improved the overall
accuracy and verb and noun recall value (from 0.84
to 0.87 and from 0.73 to 0.80 respectively).

After the fourth iteration, we found that further
feature engineering led to an improvement in the re-
call for certain parts of speech, at the cost of recall
for others. For instance, the recall of verbs im-
proves from 0.87 to 0.91 when we include up to 5
final characters of a word. However, these settings

lower the recall of nouns to 0.73, that of postposi-
tions from 0.73 to 0.65, and that of conjunctions
from 0.75 to 0.50. This experimentation taught us
that we can adjust the model feature parameters to
refine the results in specific areas.

Careful examination of the predicted POS for
our team’s best iteration revealed that a major
source of errors was the presence of English and
mixed-language lexical items (such as sëteacher
‘my teacher’ in (2)) present within the DS dis-
course. Tailoring our feature parameters in the
CRF to capture DS morphological features caused
the model to perform poorly when faced with En-
glish or mixed-language words. Consequently, the
overall POS tagging performance for DS words is,
in fact, higher than the numbers above suggest.

5.2.3 Next Steps
Given the persistence of code-switching and code-
mixing in the DS corpus, it appears that the easiest
way to improve the accuracy of POS tagging is to
add an intermediate step of language identification.
The language recognizer could employ a CRF or
another non-neural classifier model such as a Sup-
port Vector Machine (SVM) to classify each word
as DS, English, or Mixed.

POS tagging will then proceed differently de-
pending on the language of each lexical item. En-
glish words will be tagged by a pre-trained tool
such as spaCy (Honnibal and Montani, 2017). DS
and Mixed items will be tagged by our CRF-based
tagger. This will also allow our team to evaluate the
‘real’ accuracy of this tagger. Additionally, in order
to facilitate further linguistic data analysis and to
improve word search in ELAN, we need to develop
a workflow to import the predicted POS tags back
into the ELAN with the lxml Python package.

6 Learning outcomes

In this section, we move onto the outcomes that
we deem of even more interest than the model-
ing outcomes—the knowledge, understanding, and
skills we gained over the course of the workshop
and the methods we learned. We call back to sec-
tion 2 and reflect on these outcomes by each sub-
group at the workshop.

6.1 For computationally-minded linguists
It is very significant to us computationally-minded
linguists that we not only made a functioning model
but also learned how to adapt it to different needs.
The CRF model we developed is not perfect and
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probably not optimal, but now we have the knowl-
edge sufficient to maintain, modify, and improve it.
Moreover, we have a better understanding of how
to use our expertise in the languages at hand for fea-
ture engineering. As a result, after the workshop,
the DS team trained several CRF-based models for
different annotation needs.

Working with a Transformer model for interlin-
earization gave us a better idea of how the anno-
tation may need to differ between computational
and documentary linguistics. Though the compu-
tational FST modeling of Blackfoot had already
demonstrated this to some degree, the chunking
and standardization of morphemes and tags became
even more apparent when training a Transformer
model on a small data set, and will inform both doc-
umentation and computational modeling of Black-
foot in the future.

Finally, we realized that all we needed to launch
our independent work with ML-based tools was
guidance appropriate to our skill level and field of
application and a gentle push in the right direction
to use our data for our goals.

6.2 For documentary linguists

From the perspective of documentary linguists
without programming skills, an important advan-
tage of the workshop approach is the establishment
of trust relationships. By forming small teams in-
cluding both documentary and computational lin-
guists, we were able to ensure that the data did
not leave the servers approved by our community
partners and University Research Ethics Boards,
which protects the data from unauthorized use. We
could also see and control what happened with the
data because we were in the same space.4 We think
this should be expanded in future workshops and
collaboration to include an even more important
relationship: that between language communities
and the academic community. Including represen-
tation from the language communities will foster
transparency and create confidence in the process.

A second advantage of the workshop approach
lies in the ability to jointly and immediately look at
model output and identify problems. The computa-
tional linguist may look at numerical indicators of
model results, but only someone intimately famil-
iar with the language under analysis can determine
that a particular set of errors is perhaps due to in-

4We are aware that the learning and outcomes would not
require us to be physically in the same room, but personal
interaction certainly helps in creating trust.

consistent glossing within the training data. What’s
more, we can immediately correct some of the er-
rors or suggest improvements to the model based
on our understanding of language’s fundamental
principles. This effect is maximized by goal-setting
and preparation in advance of the workshop (i.e.,
preparation of training data by linguists).

The ultimate strength of the workshop format is
that it allows all participants to bring their unique
expertise to the table. Rather than force a compu-
tational linguist to clean a dataset, or a language
documentation specialist to use the command line,
we all perform those tasks that we are best suited
to. Documentary linguists do not necessarily want
to learn to fish ourselves—we want to see that the
boat is going in the right direction and to help you
know what fish are worth fishing for.

We may lack the time or inclination to learn how
to apply NLP ourselves. However, a basic introduc-
tion to NLP concepts enables us to communicate
our needs effectively and evaluate results when
collaborating with NLP experts. Continuing the
metaphor, we now have the general knowledge so
we can navigate the “fish market” and choose the
best species—one that delivers high-quality nutri-
ents and is ethically sourced, i.e. procured in a fash-
ion that maintains the viability of the resource (lan-
guage), rather than dynamiting the fishing grounds
for spectacular but one-time hauls.

6.3 For computational linguists
First, we discovered a spectrum of skills among
documentary linguists that supported their quick
grasp of ML principles and ability to work with
NLP models. For example, a prominent skill
among descriptive linguists is complex pattern
recognition, which is also a cornerstone of ML.
The field of linguistics has traditionally placed less
emphasis on statistical patterns of language usage
and instead focuses on generalizing from specific
patterns in order to describe a language’s structure
and from there building abstract theoretical models.
Nonetheless, we find linguists readily embrace sta-
tistical methods and bring their expertise in pattern
recognition and data analysis to bear once they see
the value of a machine-in-the-loop approach for
their goals.

Second, the pressure of academic publishing, or
commercial interests for those in industry, may lead
to the prioritization of novelty. At the same time
what is novel for NLP may not be valued by an-
other field. This disconnect in perceived common
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goals among academics may lead to miscommuni-
cation between computational linguists and docu-
mentary linguists who do not care about the nov-
elty of models as long as they are relatively simple,
work reliably, and reduce the annotation workload
necessary to discover novel linguistic phenomena.
We prioritized documentary linguists’ immediate
needs; even though models like CRF are not state-
of-the-art, they were ideal for connecting principles
of linguistics to ML concepts and better-equipped
documentary linguists to continue using what they
learned after the workshop.

The third lesson for computational linguists was
not new to us, but bears repeating. An ethically op-
erating NLP project using minority language data
should entail a willingness to engage in long-term
collaboration. Crucially, long-term collaboration
allows one to assess the benefit not to only NLP
research or documentary efforts but also to the lan-
guage communities whose data we are using. How
to elicit language data while giving value to the
community has been discussed in linguistics liter-
ature for the past 50 years and more (D’Arcy and
Bender, 2023). Collaboration with experienced
documentary linguists is one way to discover how
“fishing” for data might become a fair market.

6.4 For all participants
Finally, our key observation at the workshop was
that genuinely listening to the divergent concerns of
the computational and documentary linguists and
adjusting one’s approaches to accommodate each
others’ goals and felt needs was able to overcome
prejudices based on prior less-than-optimal inter-
actions. The paramount concern for the linguists
was that the language data—collected together with
the language communities—would not just disap-
pear somewhere, to reappear as part of someone’s
research with no connection to or benefit for the
language communities in question or in an appli-
cation the communities would be expected to pay
for. For the computational linguists, the primary
concern was not to gain access to the data as such,
but rather whether the documentary linguists would
have sufficient resources to run the ML algorithms
(e.g. access to GPUs), wherever the documentary
linguists wished to keep the data, without needing
the NLP experts’ support and time to rerun and
adjust the code. In this end, one positive experi-
ence where concerns were voiced and understood
changed what both groups feel is possible for AI in
documentary linguistics.

7 Discussion & Conclusion

The workshop proved to be successful at equipping
linguists to do their own AI “fishing” for several
reasons. First, the interaction allowed the linguists
to close the existing gaps in their knowledge of ML
and its application in endangered languages. Sec-
ond, the workshop format allowed the linguists to
put this knowledge into practice right away. They
worked on solving real research problems both
teams faced—the need for more morphological
interlinearization and quick POS tagging. After
the three-day workshop, participants had a trained
model in their hands. Third, both teams had con-
stant support from computational linguists, who
helped to fix errors in data and gave valuable sug-
gestions on model or workflow optimization.

The composition of the two research teams
played a large role in the success of the model
development. Each team had at least one linguist
trained in Algonquian or Dene linguistics, and at
least one with basic programming skills. This al-
lowed both teams to 1) quickly identify and correct
mistakes in the training data and the model; 2) de-
vise and implement solutions tailored to each lan-
guage; and 3) expand and incorporate new training
data by correcting the models’ predictions. Having
NLP experts in the room reduced the time needed
for troubleshooting and fostered confidence.

Although this workshop’s main goal was to edu-
cate linguists, it was also an exciting and educative
experience for the NLP experts. So many NLP
tasks that documentary linguists face are as simple
as “shooting fish in a barrel.” Hence, in three days
the NLP experts saw maximum positive impact.
As a result, the impact of our AI workshop has
gone beyond a three-day event, leading to further
collaborations and grant applications.

By describing the results of our workshop, we
want to emphasize that progress in NLP does not
always depend on inventing new methods; rather,
it often lies in the meaningful application of estab-
lished methods to different languages. After all,
each language brings new and often unique chal-
lenges to old tools. We hope that this workshop’s
outcomes will set a positive trend of impactful col-
laborations between documentary and computa-
tional linguists and lead to better communication
between these two fields. The models might seem
complicated and intimidating at first, but all partici-
pants discovered that linguists do not need a degree
in computer science to use AI.
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Abstract 

This paper presents the creation of a Universal 

Dependency (UD) treebank for Amahuaca (Peru), 

marking the first UD treebank within the Headwaters 

subbranch of the Panoan family. While the UD 

guidelines provided a general framework for our 

annotations, language-specific decisions were 

necessary due to the rich morphology of the Amahuaca 

language. The paper also describes specific 

constructions to initiate a discussion on several general 

UD annotation guidelines, particularly those 

concerning clitics and morpheme-level dependencies. 

1 Introduction 

This paper describes the methodology employed 

in the creation of the UD treebank for the 
language. On the one hand, this treebank aims to 

enhance the future development of an NLP toolkit 

for this language as well as contribute to its 
revitalization.  On the other hand, this work aims 

also to contribute to the discussion on how to 

integrate polysynthetic languages into the 

lexically oriented framework of Universal 
Dependencies (UD). Following Park et al. (2021), 

we argue that adopting a morpheme-level 

framework is indispensable due to the 
morphosyntax of Amahuaca. Specifically, it is 

crucial to accurately capture the intricate 

morphological relationships and dependencies 

within the language, particularly considering the 
unique characteristics of clitic behavior and their 

interaction with other morphemes. By focusing on 

morpheme-level annotations, we aim to provide a 
clearer understanding of the syntactic structure 

and the grammatical functions of various 

elements. This approach facilitates a deeper 
exploration of the language's complexity, 

ultimately contributing to more effective natural 

language processing applications and linguistic 

analysis. 

The structure of the paper is as follows: Section 2 
provides a brief overview of some notable 

features of the Amahuaca language. Section 3 

explains the reasons behind our choice of 
morpheme-level analysis and presents the 

dependency relations found. Section 4 details the 

data collection process as well as the composition 

of the corpus. The following sections present the 
POS tags and the dependency relations. Section 7 

focuses on the comparison between the 

morpheme-level annotation scheme and the word-

level annotation scheme.  

2 The Amahuaca language 

The Amahuaca people are primarily concentrated 

in some provinces of the Ucayali region, in Peru. 
In the Atalaya province, they reside in the basins 

of the Yurúa River (Yurúa district), Inuya and 

Mapuya Rivers (Raymondi district), and Sepahua 

River (Sepahua district). In the Purús province, 
they occupy a community in the Purús River 

basin, within the district of the same name. Some 

settlements in the Upper Inuya and Mapuya 
regions host Amahuaca populations in "initial 

contact situations." For more information on 

Amahuaca society and culture, see Dole (1998) 

and Hewlett (2014). As mentioned before, this 
language is endangered, with approximately 400 

speakers, most of whom are over 40 years old, and 

children are no longer learning it.  

Amahuaca is a language, characterized by rich 
morphology. While there are works that describe 

this language (see Sparing-Chávez 2012, Clem 

2019), we base the analysis on Valenzuela et al. 
(in prep.), which focuses more on the behavior of 

clitics in the language. Similar to other Panoan 

languages (for more information about Shipibo- 

Konibo and Kakataibo languages, see Valenzuela 
2003, Zariquiey 2018), this language is 

characterized by being postpositional and 

predominantly agglutinative. A notable feature of 
the language is the absence of deverbal derivation 

and the use of auxiliaries to convert a noun into a 

verb; consequently, some nouns may carry verbal 

inflection markers. We will discuss this point in 

more detail later. 

The language primarily follows a basic 

constituent order of SOV, but this order is 

flexible. Constructions like (1) can be found, 
where the subject michito chaho ‘black cat’ 
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precedes the object ‘Paco’, and the verb is at the 

end carrying the inflectional clitic. 

1. Mishito chahonmun Paco ratuuxonu. 

mishito chaho=n=mun Paco ratuu=xo=nu 

cat black=A=FOC Paco scare=PFV.3=DECL 

‘The black cat scared Paco.’ 

However, sentences with final subjects are found, 
as shown in (2). The subject vaku maxko ‘little 

baby’ appears at the end, and the verb oyo ‘suck’ 

precedes it. What is interesting about this free 
word order behavior is that the inflectional 

morphology is not always attached to the verbal 

root. Additionally, when S or A is not in the 
unmarked position, it loses its case marking and 

takes the form of the copy pronoun. This language 

is characterized by the presence of doubling 

pronouns in constructions with transitive verbs. 

2. Jaton jaha chochomun oyoni vaku 

maxkokinu.  

jaton jaha=n chocho=mun oyo=niko vaku 

maxko=ki=nu 

3SG.POSS mother=GEN breast=FOC 

suck=ENDEAR baby=IPFV.2/3=DECL 

‘The babies are sucking their mothers' breasts.’ 

Comparing (1) and (2), it can be observed that the 

clitic =ki, which encodes an aspectual meaning, in 
the first sentence is attached to the verbal root 

ratuu ‘to scare’, but in the second sentence, it is 

attached to the noun phrase vaku maxko ‘baby’. 

3 Morpheme-level annotation scheme 

Universal Dependencies (UD) traditionally 

employs a word-level annotation scheme (Nivre 

et al. 2017, 2020), which works well for many 
languages with relatively straightforward 

morphological structures. Shipibo-Konibo (2018) 

and Kakataibo, other Panoan languages, have UD 
treebanks. Consequently, we have based our 

guidelines for Amahuaca on these resources. 

However, Amahuaca's rich morphological system 

and the significant role of clitics require a 
different approach. After reviewing studies on 

handling phenomena in polysynthetic languages, 

such as noun incorporation (Tyers & 
Mishchenkova, 2020), as well as more general 

works like Park et al. (2021) and Çöltekin (2016), 

we decided to follow the direction of morpheme-

level annotations proposed in the second paper, as 

will be explained later. 

Unlike Shipibo-Konibo, Amahuaca morphemes 

sometimes do not require an open-class word as a 

host for their pronunciation. Additionally, clitics 

can attach to various parts of speech and carry 
important grammatical information such as tense, 

aspect, mood, and case. These clitics often do not 

function as standalone words but as bound 
morphemes that modify the meaning and function 

of their host words. Table 1 summarizes the 

behavior of such bound morphemes. 

Firstly, case markers are selective for a host and 

are attached to them. However, the topic marker 
=mun can appear without a host, but it must 

follow another clitic; if it appears alone or in the 

first position, it is not allowed. This restriction 
applies to aspect, tense, and mood markers. But, 

switch-reference markers, the hearsay marker 

=kiha, as well as degree of remoteness markers, 
can appear without an open-class word as a host. 

“Within a constituent” refers to being inside a 

phrase, which could be a noun or verb phrase. “At 

the edge of phrases” means at the end of a 
syntactic constituent. “Fixed position” indicates if 

the clitic always occupies the same position in 

relation to the host. For example, case markers 
always come immediately after the nucleus of the 

constituent they modify (whether it is just a noun 

or a noun phrase). “Selective for a host” indicates 

if it can serve as the base morpheme where a clitic 
can be attached. Finally, "without host" means 

that it cannot appear without a host. From our 

Table 1. Amahuaca bound morphemes behavior. 

Morpheme 

Type 

Within  a 

Constituent 

At  the 

edge of 

phrases 

Fixed 

Position 

Selective 

for Host 

Without 

Host 

Case 

markers 

NO YES YES YES NO 

=mun possible usually usually NO NO 

Perfective 

aspect 

YES NO YES NO NO 

Degree of 

remoteness 

usually Possible NO NO NO 

Person 

markers 

YES NO YES NO NO 

Declarative 
markers 

NO YES usually NO NO 

=kiha possible usually usually NO possible 

Switch- 

reference 

markers 

NO YES usually usually possible 
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perspective, a word-level annotation would fail to 
capture the dependency relationships between 

these clitics and their hosts accurately. Compare 

the representations of the sentence Janmun vaku 
mukayovaahi janhkinu. ‘He is laughing a lot at his 

baby’. (3) corresponds to the lexicalist 

representation, namely Word-level. As observed, 

only 4 dependency relations are shown. While it 
captures the grammatical relations of subject and 

object as a transitive sentence, it overlooks the 

fact that inflection does not occur entirely on the 
verb – only the aspectual marker =hi- is shown, 

but it fails to indicate its complement =ki, which 

attaches to the doubling subject jan. 

3. Word-level representation 

 

(4) shows the dependency relation at a 

morpheme-level, a total of 11. This analysis 

adequately captures the fact that the aspectual 

marker =ki attaches to the doubling subject. Even 
though =ki corresponds to a grammatical person, 

it works together with the aspectual marker =hi, 

because the latter clitic requires to be with a 
person marker within the same clause. In other 

words, if there is no =ki, the sentence would be 

agrammatical. 

4. Morpheme-level representation 

 

 

 

 

 

In this section, we presented examples that 

demonstrate the necessity of morpheme-level 
annotation. We show how clitics interact with 

other morphemes and how their roles are more 

clearly defined in a morpheme-level framework. 

This approach not only provides a more accurate 
representation of Amahuaca syntax but also helps 

in understanding the language's morphological 

richness. In Section 6, we will explore in greater 
depth the clitics and their corresponding 

dependency relations that we have assigned to 

them. 

4 Corpus 

The annotated corpus for Amahuaca consists of 
sentences that were translated from Spanish into 

Amahuaca. This work is part of a broader 

initiative to compare treebanks of various 
Peruvian Amazonian languages, including 

Amahuaca. Each language was assigned a set of 

60 sentences, resulting in a total of 420 sentences 

to translate. Three native speakers of Amahuaca 
participated by translating all 420 sentences into 

their language, after which each translation was 

reviewed with them. Of these, 202 sentences have 
been manually annotated for Amahuaca, while the 

remaining sentences are still awaiting 

verification. Our corpus contains two sets of the 

same 202 sentences but annotated from different 
perspectives. The first one, corresponding to 

Word-level, has 1028 words, while the second 

one, corresponding to Morph-level, has 1928. For 
annotations following the word-level notation 

paradigm, the process was not done manually. 

Instead, a Python script was used to automatically 
attach all "words" in the original text that start 

with "=" to the preceding word. Finally, manually, 

it was necessary to double-check the number 

assigned for each dependency relations.  

5 POS Tags 

The difference between word-level and 

morpheme-level POS tags is illustrated in Table 

2. We should note that the primary distinction 
between the two schemes lies in the PART 

category. This is expected since clitics, which are 

often overlooked in word-level annotations, have 
been explicitly labeled as PART in the 

morpheme- level scheme. 

While the language has clear nominal and verbal 

bases, it is important to note that there is no 

Table 2. POS Frequency 

POS Word-level Morph-level 

NOUN 268 268 

ADJ 41 41 

PART - 889 

PROPN 31 31 

VERB 201 201 

PUNCT 210 210 

PRON 169 169 

DET 70 70 

ADV 29 33 

NUM 5 5 
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deverbal derivation, so nouns may carry "verbal" 
morphology, as seen in (5), where oxu ‘moon’ has 

no morphological derivation, but it means ‘turn 

into the moon’. In these cases, we maintain the 
grammatical category of the base, as it is a 

property of the language. 

5. The man turned into the moon. 

6 Dependency Relations 

Our annotation scheme utilizes 56 types of 

dependency relations. Generally, we have adhered 

to the guidelines provided by UD, except for cases 

involving clitics. In the morpheme-level scheme, 

there are a total of 1,927 dependency relations, 

while for the word- level scheme, there are 1,031. 

While Universal Dependencies (UD) aims to 

provide "a universal inventory of categories and 

guidelines to facilitate consistent annotation of 

similar constructions across languages" (Nivre et 

al., 2017), it also accommodates language- specific 

subtype relation labels when necessary. Following 

Vásquez et al. (2018), we have chosen to treat 

clitics as distinct syntactic entities. Consequently, 

connections between words and clitics are regarded 

as syntactic and annotated using the appropriate 

dependency structure. In fact, Amahuaca 

grammatical elements, specifically clitics, exhibit 

such a free distribution that they resemble words. 

We employ the label "aux" for non-nominal clitics, 

as illustrated in Table 3. Except for =n and =x, 

which are clitics for cases, the other more frequent 

clitics are non-nominal: topic (aux:top), 

declarative (aux:decl), verbal persons (aux:2/3, 

aux:1), perfective (aux:pfv.3), imperfective 

(aux:ipfv.2/3), and interrogative (aux:int).  

We considered introducing new subtype relation 

labels corresponding to verbal inflection, mood, 

and focus clitics. However, to ensure that the label 

reflects the syntactic meaning of the dependency 

relation, we decided to use "aux" followed by the 

gloss corresponding to the clitic. For example, if it 

is =nu, marking declarative mood, the 

corresponding label would be "aux:decl". 

Additionally, we found it necessary to include the 

"nsubj:copy" relation due to the doubling pronouns 

mentioned earlier in preceding sections (See (4)). 

7 Conclusions 

This paper presented the results obtained from the 

manually annotated corpus following both a 
morpheme-level and a word-level annotation 

schema for the Amahuaca language. As explained 

in detail in Section 3, annotating according to a 

morpheme-level schema is more convenient for 
Amahuaca, a language with rich morphology 

characterized by complex morphosyntactic 

relations among morphemes and interactions with 
clitics. For instance, in the sentence Janmun 

jan ruratixon machitoxon nixohnu, meaning 

"He made machetes and axes," where =ni, the 

temporal clitic, functions as the root of the 
sentence, this interaction would not be adequately 

captured in a word-level analysis. 

The evaluation of accuracy between these two 

schemas using UDPipe remains pending, 
allowing for a comparison of whether there is a 

significant difference between them. While the 

morpheme-level annotation may require more 

linguistic resources, such as a morphological 
analyzer and morphological segmentation, it 

provides a deeper insight into the language and 

has the potential to improve automatic parsing. 
Ultimately, it is expected that a morpheme-level 

syntactic dependency annotation may be a more 

effective way to represent polysynthetic 
languages within the framework of Universal 

Dependencies. 
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Abstract

This paper explores finetuning Whisper for tran-
scribing audio from linguistic elicitation of Tira,
a Heiban language of Sudan. Audio originates
from linguistic fieldwork and is bilingual in En-
glish and Tira. We finetune Whisper large-v3
using hand-labeled Tira audio and evaluate the
resulting model on bilingual audio. We show
that Whisper exhibits catastrophic forgetting of
English after only a small amount of training,
but that including automatically annotated En-
glish spans of audio in the training data dramati-
cally reduces catastrophic forgetting of English
while largely preserving ASR performance on
monolingual Tira audio. This work is relevant
to the study of automatic speech recognition
for under-resourced languages and for contexts
of bilingualism in a high and low-resourced
language.

1 Introduction

Automatic speech recognition (ASR) tools convert
speech into text, enabling rapid transcription or cap-
tioning of audio. Recent ASR models have reached
or exceeded human performance at transcription
on high-resource languages such as English (Rad-
ford et al., 2022), however performance lags in
under-resourced languages and in contexts of code-
switching (where multiple languages are used in a
single conversation). While research on expanding
Whisper’s performance on low-resource languages
exists (e.g. Lord and Newman, 2024; Liu et al.,
2024; Williams et al., 2023; Qian et al., 2024), less
work has been done on improving performance
in code-switched scenarios. Code-switching is an
under-addressed topic in ASR and in NLP in gen-
eral, and research there often focuses on a few high-
resource language pairs, such as Spanish-English,
Mandarin-English or Hindi-English (Winata et al.,
2023). Peng et al. (2023) evalute Whisper on
Mandarin-English code-switched audio and Kulka-
rni et al. (2023), on Mandarin-English, Arabic-

English and Hindi-English, for example.
The majority of languages in the world can be

classified as ‘ultra low-resource’ in terms of the
amount of NLP research and tools available for
them (Liu et al., 2022). While ASR research for
such languages exists (e.g. Prud’hommeaux et al.,
2021; Adams et al., 2018; Amith et al., 2021; Mi-
tra et al., 2016), the only work we are aware of
that addresses ASR with an ultra low-resource lan-
guage paired with a high resource language is San
et al. (2022), which uses a corpus of single-speaker
audio in English and Muruwari, though they only
use ASR for English in their corpus. Thus, we
are not aware of any work that directly addresses
code-switched ASR involving at least one ultra
low-resource language.

In this paper, we evaluate Whisper on bilingual
audio in English and Tira, an ultra low-resource
language of the Heiban family spoken in the Nuba
mountains region of Sudan, before and after fine-
tuning on monolingual audio in Tira. Audio comes
from linguistic elicitation on Tira conducted by the
authors and other colleagues in the Tira language
project in collaboration with native Tira speaker
Himidan Hassen. Linguistic elicitation refers to
the process of studying the grammar of a language
by “asking questions” from native speakers (Mosel,
2008). This often involves use of a metalanguage,
a language spoken in common between the linguist
and language speaker, in this case English, to ask
for translations of words, paradigms, or sentences
into the target language, or to elicit morphological
paradigms for a given word in the target language.
Audio from the Tira language project, then, con-
tains speech both in Tira and English. While elic-
itation is different than classical code-switching,
where interlocutors use multiple languages to com-
municate (often within the same utterance), the
challenges faced in ASR for bilingual elicitation
are largely the same as those faced in ASR for code-
switched audio, thus, we use the term “bilingual
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audio” to refer to either.
The contributions of this paper are as follows.

We describe our process for using fieldwork data
from linguistic elicitation of Tira, an out-of-domain
language for Whisper, to create an ASR dataset.
We then finetune Whisper on this dataset, and eval-
uate on bilingual audio in Tira and English. We
also compare this with fine-tuning Whisper on Tira
and English simultaneously by using existing hand-
labeled annotations for Tira and automatically gen-
erated labels for English.

2 Dataset

We first created a Tira audio corpus using exist-
ing fieldwork recordings. Tira is a tonal language,
meaning that pitch can distinguish words and mor-
phemes. Tone has historically been difficult for
ASR, as it is realized suprasegmentally, that is, si-
multaneous with the production of phonological
segments such as consonants and vowels (Adams
et al., 2018; Mortensen et al., 2016).

Audio labels for Tira come from pre-existing
annotations recorded in ELAN (Sloetjes and Wit-
tenburg, 2008), a software for annotation of mul-
timedia recordings. The annotations relevant to
this work are narrow IPA transcription and free
translation into English. IPA transcriptions along
with timestamps were extracted using the Python
pympi-ling package1. A total of 28k annotated
utterances were found from across 202 elicitation
session recordings, totalling to 16 hours of audio.
As these annotations were made to be used as ref-
erence for the purposes of linguistic documenta-
tion, certain noise is present in the labels relative to
ASR training data. For example, 2123 records that
did not have tone marked were excluded from the
dataset. Sometimes Himidan’s metacommentary in
English is included alongside a Tira utterance in a
single annotated label. We used the pyenchant2

library to look for any sentences containing English
words in the transcription and discarded these sen-
tences from the monolingual Tira dataset. Some-
times, Himidan hums or whistles a Tira sentence
for purposes of hearing the tones. Many records
were explicitly labeled as such either in the tran-
scription or translation tier, i.e. [k@̀v@̀lÈDÉŃı únÈRÈ]
“Whistling: I pulled him here yesterday.”, but some
whistled or hummed speech is included with no
overt indication. To account for this, we used PyAn-

1https://pypi.org/project/pympi-ling/
2https://pypi.org/project/pyenchant/

note voice activity detection3 (VAD) (Bredin and
Laurent, 2021; Bredin, 2017) to determine the per-
centage of total duration for each record that was
detected as speech. We found that the majority of
records contained ≥ 60% speech, so we excluded
all records beneath this threshold, 825 records in
total. Manual inspection showed that records be-
neath the 60% threshold were often completely
silent, contained humming, whistling, excessive
noise, or static.

Another metric we use for assessing audio qual-
ity is cosine similarity of text and audio embed-
dings using CLAP-IPA (Zhu et al., 2024). CLAP-
IPA consists of an audio encoder, which takes audio
input in any language and returns an acoustic em-
bedding s, and a phoneme encoder, which takes a
sequence of IPA characters as input and returns a
phoneme embedding p such that the speech embed-
ding for a given word should have a small cosine
distance to the phone embedding for its respective
IPA sequence. CLAP-IPA was intended for key-
word spotting (the task of identifying a given word,
or in this case phoneme sequence, in a stream of
speech) and forced alignment (the task of mapping
each unit in a given word or phoneme sequence
to its timestamps in the audio). However, we
adopt it here as a metric for summarizing transcrip-
tion noise with the assumption that audio which is
clearer and is free of noise, cross-talk or other arte-
facts will have a high cosine similarity to its respec-
tive transcription. We calculated the cosine simi-
larity of the embedding for each audio record with
the phoneme embedding for its respective transcrip-
tion. We found that most records in the dataset were
above or equal to the threshold sim(s,p) = 0.6,
so we excluded any record whose cosine similarity
fell beneath this value, 2156 records in total. Man-
ual inspection of excluded records indicated that
they generally contained significant noise or echo,
or included commentary in English run along with
the Tira utterance where only the Tira utterance
had been transcribed in the label.

Annotations were made in a narrow phonetic
transcription rather than in an established orthogra-
phy, which can introduce variation as transcribers
are required to make subjective decisions of how
to represent phonetic variation (cf. Michaud et al.
2018). We compensated for this by normalizing
the set of IPA symbols used in the dataset. For

3https://huggingface.co/pyannote/
voice-activity-detection
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example, the phoneme /é/ might be transcribed [é,
J, dZ, dý, dü]. Each of these symbols were replaced
with [é], and similarly for other phonemes. We
also used NFKD normalization from the Python
unicodedata4 package.

Data splits should be chosen so as to minimize
overlap between partitions. For fieldwork audio
datasets, splits may be decided on speaker iden-
tity or grouped by narrative. For the Tira dataset,
only one speaker is present, and different record-
ings may have significant overlap in their content.
For example, across several elicitation sessions fo-
cusing on syntactic structure utterances may be-
gin with [ùRnÒ k@̀lÈǸıt”́O àpŔı. . . ] ‘grandfather knows
that the boy. . . ’. To maximize the difference across
data partitions, we calculated the phone embed-
ding for each transcription using CLAP-IPA and
sampled records so as to maximize the cosine dis-
tance of embeddings between the train, validation
and test splits. Statistics for the size of this and
other datasets are given in Table 1. We refer to
this dataset as the “hand-labeled monolingual” or
“hand-labeled” dataset.

To evaluate the model’s generalization to bilin-
gual audio, we hand annotated labels from two elic-
itation recordings containing both Tira and English
speech. We picked one recording that supplied Tira
labels used for training (the “in-domain” bilingual
set) and one recording that was not used in train-
ing (the “out-of-domain” bilingual set). Note that
English audio for both recordings will be unseen
for the model. Each label was taken from up to 30
seconds of speech, always segmented to end at the
end of a speech turn.

We also created bilingual labels through data
augmentation. For bilingual label creation, we used
PyAnnote VAD to detect regions of speech from
the longform elicitation recordings that were not
included in the hand-labeled dataset. Since not all
Tira utterances from the elicitation recordings were
hand-labeled, several of these detected utterances
contain speech in Tira. To distinguish between
Tira and English audio, we trained a logistic re-
gression model on hand-labeled Tira and English
spans from the elicitation corpus to perform lan-
guage identification (LID), using embeddings from
the SpeechBrain ECAPA TDNN for language iden-
tification (Ravanelli et al., 2021), similar to the
protocol outlined in (San et al., 2022). We trained

4https://docs.python.org/3/library/
unicodedata.html

LID on a dataset of 3637 Tira and 3637 English
utterances, and it achieved 90% classification ac-
curacy on a test dataset of 1818 Tira and 1818
English utterances. Tira utterances were all taken
from Himidan, whereas English utterances were
sampled from both Himidan and other speakers.
Once utterances were segmented and labeled for
language identity, English utterances were tran-
scribed using Whisper large-v2 (which we found
to perform better than Whisper large-v3 on En-
glish) and Tira utterances were transcribed using
the fine-tune of Whisper large-v3 on monolingual
Tira audio, as described in the following section.
We then used these annotations to make a bilingual
ASR dataset. For each hand-transcribed label from
the monolingual dataset, we concatenated adjacent
transcribed speech regions in the same elicitation
recording to create a new label of up to 30 seconds.
We excluded utterance transcriptions with exces-
sive repetition (e.g. “Yeah. Yeah. Yeah. Yeah. . . ”),
a known failure mode of Whisper. For all train-
ing labels from the in-domain elicitation recording
used for bilingual evaluation, we only included
the hand-labeled Tira utterances to ensure both the
model trained on the monolingual dataset and the
bilingual dataset have seen the same set of data
from the in-domain elicitation recording during
training. We refer to this dataset as the “augmented
bilingual” or “augmented” dataset.

Textual analysis of the labels revealed 14,017
words (5.3% of the whole dataset) were not iden-
tified as English (using pyenchant as above) or
Tira (defined as any word containing only Tira
IPA characters). Manual inspection of such words
suggests that several are Tira words that were
missed by the VAD+SLI pipeline and thus were
transcribed by Whisper large-v2 rather than the
checkpoint trained on Tira, e.g. “kukungapitito”
instead of [kúkù Ngáp̀ıt”̀ıt”́O] ‘Kuku hunted (in some-
one’s place)’, or “ngiyol” instead of [ǸıjÓl] ‘eat’.

3 Experiment

We finetuned Whisper large-v3 using a learning
rate of 3e− 4 with 500 warmup steps. We used the
AdamW optimizer (Loshchilov and Hutter, 2019)
with betas of 0.9 and 0.99, and trained with a batch
size of 4 with 2 gradient accumulation steps for an
effective batch size of 8. All models were trained
with an Nvidia GeForce RTX 4090 with 24 giga-
bytes of VRAM. Due to GPU VRAM limitations,
we were not able to finetune all of the weights

157

https://docs.python.org/3/library/unicodedata.html
https://docs.python.org/3/library/unicodedata.html


Dataset Split N records Length (total) Avg record len %Tira %Unk

Monolingual train 16,384 9h29m 2.08s 100
Monolingual dev 2,048 1h8m 1.99s 100
Bilingual train 16,384 51h48m 11.38s 21.0 5.3
Bilingual in-domain test 88 39m 26.25s 8.60
Bilingual out-domain test 65 29m 26.31s 2.86

Table 1: Size of datasets used for training, validation (dev) and testing.

of Whisper large-v3, and had to rely on parame-
ter efficient finetuning (Han et al., 2024; Houlsby
et al., 2019). We used LoRA (Hu et al., 2021)
applied to the query and value weights of the at-
tention modules for parameter-efficient finetuning,
following the example given in PEFT (Mangrulkar
et al., 2022)5, similar to Liu and Qu (2024). Mod-
els are evaluated in terms of word error rate (WER)
and character error rate (CER). As Tira is out-of-
domain for Whisper, labels were prefixed with a
language ID for Yoruba (another tonal African lan-
guage) for purposes of knowledge transfer (Qian
et al., 2024), though we leave more thorough inves-
tigation of language ID choice for later research.
We compared finetuning Whisper large-v3 using
a LoRA, Whisper medium using a LoRA, and a
full finetune of Whisper medium, by training each
model size on the Tira dataset for 4 epochs. We
found the best results came from Whisper large-v3
with LoRA, so we use this configuration for our
experiment. We finetune one model for 10 epochs
on each dataset respectively (hand-labeled mono-
lingual and augmented bilingual).

4 Results

We evaluate Whisper large-v3 out of the box and
compare it to a finetune using LoRA at each epoch
of training using both monolingual hand-labeled
data and augmented bilingual data, evaluating on
both monolingual Tira data and bilingual Tira-
English data. WER and CER on each evaluation
set across training are given in Figure 1, where
“epoch 0” corresponds to Whisper large-v3 with no
finetuning.

In general, the model trained on augmented bilin-
gual data outperforms the monolingual model when
evaluated on bilingual data. When evaluated on
monolingual data, both models perform similarly,
with the monolingual model slightly outperforming
the bilingual model.

For monolingual data, we see a precipitous drop
5https://github.com/huggingface/peft/tree/

main/examples/int8_training

Dataset Model WER CER Epoch

Tira monoling Tira only 0.48 0.11 8
Augmented 0.53 0.13 10

In-domain biling Tira only 0.83 0.57 2
Augmented 0.55 0.34 4

Out-domain biling Tira only 0.57 0.83 0
Augmented 0.49 0.34 10

Table 2: Best WER and CER on validation sets

in CER (0.86 to 0.15 for the monolingual model,
0.20 for the bilingual model) and WER (1.70 to
0.59 for the monolingual model, 0.72 for the bilin-
gual model) in epoch 1, with much smaller im-
provements each subsequent epoch. For bilingual
data, we see conflicting results with the model
trained on monolingual Tira data. On the out-of-
domain bilingual dataset, the monolingual model
underperforms Whisper large-v3 at all epochs of
training. For the in-domain bilingual dataset, there
is a slight reduction in WER and CER by epoch 2,
likely owing to the model’s ability to transcribe Tira
it has recognized in training, followed by a decline
in performance in all subsequent epochs. Unlike
the monolingual model, the augmented bilingual
model’s performance improves on both monolin-
gual and bilingual datasets with training, achiev-
ing the best WER and CER at epoch 4 for the
in-domain dataset and 10 for the out-of-domain
dataset.

In Figure 2, we break down CER and WER by
language. This plot confirms the trend suggested
in Figure 1, namely that both the monolingual and
augmented bilingual models perform similarly on
Tira, but the augmented bilingual model signifi-
cantly outperforms the monolingual model on En-
glish, likely owing to the inclusion of an English
transcription task in training, even on synthetic la-
bels.

Manual inspection gives further evidence that the
worsening performance following epoch 2 for the
monolingual model is due to catastrophic forget-
ting of English. For example, the span “on the com-
puter” uttered by Himidan is transcribed correctly
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Figure 1: CER and WER on Tira validation sets. Epoch = 0 is equivalent to Whisper large-v3 with no finetuning.

in English by Whisper large-v3 and the model fine-
tuned on monolingual hand labels after the first
epoch, but in the second epoch is already tran-
scribed as “aDa kUOEmṕıdO”. This happens even
to linguist’s speech in English, particularly in prox-
imity of Himidan giving a Tira production e.g. the
span “[Himidan] Nóóón [linguist] Yeah I saw in the
Stephen dictionary it was written as Nic@lo” from
the out-of-domain dataset was rendered “NÓóón, jà
ı̀s ı̀ǹ st”̀ıj@̀ǹ d̀ıkS@̀nÈ ı̀wÈs̀ rÈt”̀ıN ı̀c@̀lò” after only one
epoch of training. Manual inspection of the output
of the augmented bilingual model shows that it is
more common for Tira spans to be transcribed in a
non-IPA pseudo-English orthography, even if the
same span is correctly transcribed in the same prox-
imity, e.g. “I’ll pull them... okay La lovela. lál ló
v@́lÈDà nd”Òbà”. This is likely due to the presence
of similar spans in the augmented dataset, owing
to the imperfect nature of the VAD>SLI pipeline,
and could likely be ameliorated by improving the
quality of the augmented dataset.

5 Conclusion

We describe the steps to create an ASR dataset
from linguistic elicitation of an ultra low-resource
language, Tira, including various strategies for data
cleaning. We use the dataset to train Whisper large-
v3, and evaluate on bilingual audio in Tira and
English. We compare training on hand-labeled
monolingual Tira audio with training on an aug-
mented dataset where English (and additional Tira)
audio is included with machine-generated labels.
We show that the model exhibited catastrophic for-
getting of English and overfitting after only one
epoch of training, but this can be minimized by
adding synthetic labels in English.

6 Limitations and future directions

Our training dataset comes from one speaker alone
and is limited in its subject domain. As such the
models produced in this work are overfit to his
speech and to the domain of linguistic elicitation,

Figure 2: Language-specific WER and CER for bilin-
gual datasets.

and would not generalize well to conversational
speech in Tira or to other Tira speakers. However,
our goal is a model suited to transcribing audio
specifically from a context of linguistic fieldwork
or pedagogy. We hope that our method can be
extended to aid documentation and revitalization
efforts on other low resource languages.

Future directions include comparing machine
learning techniques for preventing catastrophic for-
getting to training with artificial bilingual labels to
see which causes the least degradation of English
ASR performance, improving the quality of the
augmented dataset, and reproducing these experi-
ments with other datasets of bilingual audio from
fieldwork corpora.

7 Ethical considerations

Data gathered on Tira were recorded with the con-
sent of the speaker and the permission of UC San
Diego’s IRB (Protocol 805624). Annotations were
produced by the authors and other academic col-
leagues. Data in English come from Himidan as
well as the authors and other linguists present dur-
ing elicitation sessions. No other data were used.
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Abstract

Machine translation (MT) can be a useful tech-
nology for language documentation and for pro-
moting language use in endangered language
communities. Few endangered languages, how-
ever, have an existing parallel corpus large
enough to train a reasonable MT model. In
this paper, we re-purpose a wide range of di-
verse data sources containing Amis, English,
and Mandarin text to serve as parallel corpora
for training MT systems for Amis, one of the In-
digenous languages of Taiwan. To supplement
the small amount of Amis-English data, we pro-
duce synthetic Amis-English data by using a
high quality MT system to generate English
translations for the Mandarin side of the Amis-
Mandarin corpus. Using two popular neural
MT systems, OpenNMT and NLLB, we train
models to translate between English and Amis,
and Mandarin and Amis. We find that including
synthetic data is helpful only when translating
to English. In addition, we observe that nei-
ther MT architecture is consistently superior
to other and that performance seems to vary
according to the direction of translation and the
amount of data used. These results indicate that
MT is possible for an under-resourced language
even without a formally prepared parallel cor-
pus, but multiple training methods should be
explored to produce optimal results.

1 Introduction

The potential of language technology to support
endangered language documentation and revitaliza-
tion efforts is well established though not always
effectively realized (van Esch et al., 2019). Ma-
chine translation (MT) in particular has been cited
as a useful tool (Zhang et al., 2020; Bird and Chi-
ang, 2012). First, translation from an indigenous
language into a more widely spoken language is
a common, if not required, part of generating lin-
guistic documentation. This also ensures that un-
derstanding of the language will continue even if

the language ceases to be used regularly (Bird and
Chiang, 2012). Second, MT is often proposed as
a way to make languages more accessible to lan-
guage learners in Indigenous communities where
younger generations were not raised speaking the
language(Pinhanez et al., 2024). Finally, MT is
appealing to NLP researchers because generating a
new dataset only requires the expertise of a speaker
to produce a translation; translation does not re-
quire complex software to control audio playback
or alignment of audio with transcription, as speech
transcription might, or extensive annotator training
as part-of-speech tagging or parsing would.

Unfortunately, building a reasonable MT system
with the quantity of parallel data typically available
for an endangered language is remarkably chal-
lenging. There are few existing parallel corpora,
and since nearly half of the world’s languages lack
an established writing system or written tradition
(Eberhard et al., 2024), there are generally very few
texts in the target language that can be translated
in order to create a parallel corpus.

In this paper, we describe a broad effort to com-
pile two parallel corpora – one with English and
one with Mandarin – for Amis, one of the 16 rec-
ognized indigenous languages of Taiwan. We use
nine different public sources1 for our parallel data,
which range from digital dictionaries to pedagog-
ical materials to websites with user-contributed
translations to YouTube videos curated and trans-
lated by Taiwan’s Indigenous Language Research
and Development Foundation. Since very little
of this data includes English translations, we also
generate synthetic Amis-English parallel data by
using Mandarin as a pivot language, using high-
quality MT to produce English translations of the
Mandarin side of the Amis-Mandarin parallel data.

Using two different popular neural MT archi-

1Please see the Ethical Considerations section for details
about our data use agreements.
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tectures – the end-to-end OpenNMT framework
(Klein et al., 2020) and the No Language Left
Behind architecture for fine-tuning from a large
pretrained multilingual model (Costa-jussà et al.,
2024) – we build models to translate between Amis
and Mandarin, and Amis and English. Even with
our small and diverse “found” datasets, we are able
to achieve reasonable BLEU and chrf++ scores.
Supplementing the Amis-English parallel corpus
with pivot data yields improvements when translat-
ing to English but not to Amis. Interestingly, we
find that neither architecture consistently outper-
forms the other. The results suggest that compiling
parallel data from diverse sources can create a cor-
pus sufficient for training reasonable MT models.
The interactions between architecture, corpus size,
and translation direction, however, require addi-
tional study.

2 Background

2.1 Amis language

Though spoken in Taiwan, Amis (ISO 639-3 lan-
guage code ami) is unrelated to Mandarin or other
Sinitic languages. Rather, it is a member of the For-
mosan branch of the Austronesian language family,
one of the largest families in the world both by
number, with around 1,200 extant languages, and
by geographic spread, ranging from Malagasy in
the West to Rapanui in the East, and from New
Zealand in the South to Taiwan in the North. Amis,
the most widely spoken of the 16 Formosan lan-
guages with just over 100,000 speakers, has five
officially-recognized dialects and is classified by
Ethnologue as threatened (Eberhard et al., 2024).

Amis, like other Formosan languages, has a num-
ber of typologically unusual features (Li et al.,
2024). It has primarily VSO word order. It has
a limited phonetic inventory, with a only three vow-
els. It makes use of reduplication as part of the
grammar, and its lexical roots are not easily catego-
rized by part of speech. Most famously, Amis and
other Formosan languages have a complex gram-
matical voice system. In short, Amis bears little re-
semblance to the languages used to train most mul-
tilingual models, including the multilingual NLLB
model.

2.2 Endangered language MT

As noted previously, MT is recognized as a poten-
tially useful tool for language documentation (Bird
and Chiang, 2012; van Esch et al., 2019). A number

of MT systems for endangered and indigenous lan-
guages have been developed for research or demon-
stration purposes, including (among many others)
Cherokee-English (Zhang et al., 2020), Kotiria
(Kann et al., 2022), Quechua (Ortega et al., 2020),
Highland Puebla Nahuatl, and Ainu (Miyagawa,
2023).

There is a small amount of prior work on MT
for Amis specifically. Zheng et al. (2022) created a
small parallel Amis-Mandarin corpus using a sub-
set of the ILRDF data that we use and an associated
dictionary (see Section 3.1). Using an mBART-
based transformer model, they trained models to
translate between Amis and Mandarin. In a follow-
up paper, Zheng et al. (2024) continued this work
with multiple Formosan languages exploring the
impact of including additional data, particularly
dictionaries and lexica, as well as synthetic data.
While their results are not directly comparable to
our Amis-Mandarin results given the very different
training corpora, their results without data augmen-
tation are comparable to those we present here. We
note, however, that we consider translation both
to Mandarin and to English. In addition, unlike
our work, this prior work does not compare the
performance of different MT architectures.

3 Data

3.1 Data sources

The following data sources were used to create
parallel corpora for our experiments translating be-
tween Amis and English and between Amis and
Mandarin.

1. ILRDF Videos: Videos and manually-
produced captions created by the Indigenous
Language Research and Development Foun-
dation (ILRDF) of Taiwan. The content pri-
marily includes short-form, casual conversa-
tions with Amis speakers, with translations
provided in Mandarin. The videos typically
range from 1 to 5 minutes in length.

2. Presidential Apology: An official apology
issued by the president of Taiwan to the In-
digenous people of Taiwan. Although brief,
the document contains high-quality text with
long sentences, available in Amis, English,
and Mandarin.2

2https://www.president.gov.tw/NEWS/20603
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3. Bible: A short, user-generated and unverified
section of the New Testament in Amis with
English translations.

4. ePark (Aboriginal Language Research and
Development Foundation, 2023b): A large
electronic education website supported by IL-
RDF. All texts are available in Amis and Man-
darin; many are also available in English and
one or more Amis dialects.

5. Glosbe: An online community-developed dic-
tionary similar to Wikipedia, which includes
user-contributed Mandarin translations and
definitions.3

6. ILRDF Dictionary (Aboriginal Language Re-
search and Development Foundation, 2023a):
An electronic dictionary published by ILRDF
which contains extensive example sentences
in Amis and translations into Mandarin.

7. Zheng Corpus: Zheng et al. (2022) made
available a dataset based on the above ILRDF
Dictionary resource that contains some new
text, with translations into Mandarin.

8. NTU Corpus (Su et al., 2008): 16 narratives
and 2 conversations in Amis, with free trans-
lations in English and Mandarin.

9. Fey Dictionary (Fey, 1986): Amis dictionary
compiled by Virginia Fey, with example sen-
tences translated into Mandarin and English.

3.2 Data acquisition and alignment

The Glosbe, Bible, and ILRDF Video texts were
downloaded from the Web, and the Presidential
Apologies were extracted from PDFs. The ILRDF
Dictionary texts were obtained through the ILRDF
API. The NTU Corpus and ePark were provided to
the authors by the owners.

The ILRDF video data posed several challenges.
First, many instances of code-switching occurred,
where Amis speakers switched to Mandarin mid-
sentence, resulting in Chinese characters appearing
within the Amis text. Some sentences contained
only Mandarin, as speakers switched languages
for extended periods. Additionally, the quality of
the translation pairs was sometimes inconsistent.
For instance, many pairs included the Mandarin

3https://glosbe.com/

word for “unknown”, indicating that the transla-
tor was unsure of the Amis speaker’s meaning.
Furthermore, the translations often included de-
scriptions of non-verbal sounds, such as “leaves
rustling” which did not appear in the original Amis
text, which we attempted to automatically filter out.

The quality of Glosbe data was also challenging.
The text often included unusual formatting, and
there was significant overlap between Glosbe and
other texts, such as the Bible. The Glosbe website
was scraped by searching for common words in the
Amis language, as direct access to all sentences for
one language was unavailable. After the search,
duplicates were removed, and the remaining sen-
tences were formatted into parallel text.

The text of the Presidential Apology was man-
ually aligned separately for each translation pair.
As a result, the sentence counts differ in the two
parallel corpora.

The NTU Corpus was prepared by linguists spe-
cializing in Amis and fully bilingual in English and
Mandarin, yielding reliable and high quality trans-
lations. Similarly, because the ePark corpus con-
sists of officially-produced and verified language
educational material, it is of very high quality. We
note that most of the ePark texts, rather than being
produced initially in Amis, were instead translated
to Amis from Mandarin or English.

The Bible data used here – a user-generated
subset of Bible verses – was available online pre-
aligned. We note that the English side of this cor-
pus features the archaic language found in the King
James version of the Bible, which may render this
corpus less useful for translation to contemporary
English.

The Fey dictionary included translations of sen-
tences, short sentence fragments, and individual
words. Occasionally, a single Amis sentence had
multiple valid English translations. In these cases,
we included each English translation as a distinct
pair with the original Amis sentence.

3.3 Data preprocessing
Data processing focused primarily on ensuring re-
liable alignments and translations and correct for-
matting. To effectively address the issue of noisy
translation pairs – those that either do not accu-
rately reflect the source content – we implemented
a fertility heuristic. This heuristic was designed to
filter out sentence pairs exhibiting significant dis-
crepancies in length between the source and target
texts. The assumption underlying this approach is
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Corpus Language Sentence Pairs
(w/ pivot)

Tokens
(w/ pivot)

Types
(w/ pivot)

ILRDF Videos eng (38,780) (268,006) (10,149)
ami 38,780 227,074 21,469

Presidential Apology eng 92 1,559 532
ami 92 1,573 422

Bible eng 512 11,676 1,482
ami 512 11,469 1,679

ePark eng 21,699 (27,904) 87,693 (143,319) 5,074 (8,138)
ami 27,904 127,328 13,298

Glosbe eng (1,305) (18,732) (2,759)
ami 1,305 18,340 2,752

ILRDF Dictionary eng (17,763) (99,639) (7,100)
ami 17,763 80,012 8,756

NTU Corpus eng 922 8,881 1,252
ami 922 8,881 1,595

Fey Dictionary eng 2,180 11,827 2,248
ami 2,180 9,621 2,273

Table 1: Corpus sentence pair, token, and type counts for the English-Amis corpora. For English, counts without
pivot data appear outside parentheses, while counts including pivot data appear inside parentheses. Token counts are
all word-based. Note that the pivot data includes only a subset of the full Mandarin-Amis dataset.

that a large difference in length could indicate a po-
tential misalignment or a translation that deviates
considerably from the source material. We also
implemented hard-coded detection mechanisms to
identify noisy or incorrect translation pairs. For
instance, in many cases in the ILRDF Video data
where the translator failed to understand the orig-
inal speech, the translation was labeled as “indis-
tinct” or “no Chinese record”. Such sentence pairs
were removed from the corpus. Further processing
was centered on preparing data for machine trans-
lation. We utilized the Moses library to perform
spellchecking and to harmonize punctuation.

Due to the overlap between sources and the in-
clusion of multiple dialects of Amis in some of
the sources, the corpus contained both duplicate
translations and many-to-one translation mappings,
where a single word or phrase was associated with
multiple possible translations in the other language.
Duplicate translation pairs were retained but exclu-
sively allocated to the training data. This approach
ensures that no sentence pairs appears in both the
training and testing sets.

We note that we did not attempt to distinguish
among the five dialects represented in the corpora.

Given the very limited amount of data for training,
we treated all Amis data as one language. We plan
to address the complexities of dialectal variation in
our future work.

3.4 Pivot data creation
While all of the Amis words, phrases, and sentences
in the datasets had Mandarin translations, only a
small percentage had English translations. To aug-
ment the much smaller Amis-English corpus, we
used Mandarin as a pivot language to create new
Amis-English pairs by translating the Mandarin
side of the Amis-Mandarin pairs into English. For
this task, we used the DeepL API4, which offers a
free tier of 1,000,000 characters per month. The
Mandarin text from each corpus was submitted to
the DeepL API in batches, specifying English as
the target language and Mandarin as the source
language. This process increased the size of the
English-Amis corpus from 25,405 pairs to 89,458
pairs. While this was an efficient way to synthesize
new training data, we did observe that the transla-
tions did not always faithfully render the general
style or tone of the original Mandarin text.

4https://www.deepl.com/en/pro-api
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Corpus Language Sentence Pairs
(w/ pivot)

Tokens
(w/ pivot)

Types
(w/ pivot)

ILRDF Videos ami 41,459 241,295 24,354
cmn 41,459 395,066 3,303

Presidential Apology ami 33 1,929 530
cmn 33 3,536 580

ePark ami 48,071 319,138 19,397
cmn 48,071 543,948 3,039

Glosbe Amis ami 5,860 91,201 4,242
cmn 5,860 160,315 1,748

ILRDF Dictionary ami 5,482 37,140 8,054
cmn 5,482 61,383 2,462

Zheng Corpus ami 15,022 48,764 11,994
cmn 15,022 93,734 2,822

NTU Corpus ami 742 7,718 1,282
cmn 742 11,650 904

Fey Dictionary ami 2,478 10,619 2,436
cmn 2,478 17,706 1,924

Table 2: Corpus sentence pair, token, and type counts for the Mandarin-Amis corpora. Token counts for Mandarin
are based on subword-unit token counts from the NLLB tokenizer, while token counts for Amis are word-based.

Architecture NLLB OpenNMT
Eval Metric BLEU chrf++ BLEU chrf++

Amis -> English without pivot data 11.35 25.50 14.68 28.14
Amis -> English with pivot data 14.55 29.59 20.44 32.74
English -> Amis without pivot data 10.78 37.13 N/A N/A
English -> Amis with pivot data 10.38 37.10 8.34 31.87
Mandarin -> Amis 15.15 36.25 17.10 36.70
Amis -> Mandarin 23.83 26.64 28.10 31.70

Table 3: MT output evaluation across architectures (NLLB vs. OpenNMT) and training corpora (Amis-English with
and without pivot data, Amis-Mandarin). N/A indicates that the model was apparently unable to learn, yielding
output consisting entirely of <unk> tokens.

3.5 Data partitioning

The Amis-English corpus contained 25,405 with-
out the pivot data and 89,458 sentence pairs in-
cluding the pivot data. The Amis-Mandarin corpus
contained 119,147 sentence pairs. We partitioned
the datasets as follows. First all duplicate pairs
were removed from each corpus. From the remain-
ing sentences pairs, approximately 5% of the pairs
from each corpus were selected to form the test set
for that corpus. Duplicate sentences were added
back to the corpus, and the remaining sentences
pairs of each corpus formed the training data.

4 Method

While there are various approaches to MT in ex-
treme low-resource settings, we focus on two
popular approaches: an older but reliable end-to-
end sequence-based MT architecture, OpenNTM
(Klein et al., 2020), and fine-tuning with the multi-
lingual No Language Left Behind (NLLB) architec-
ture (Costa-jussà et al., 2024). For the OpenNMT
training, we followed the most recent version of
the OpenNMT tutorial.5. For NLLB, our starting

5https://github.com/ymoslem/OpenNMT-Tutorial
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point was a notebook6 originally used to fine-tune
the NLLB-200 distilled 600M model to translate
between the Turkic language Tyvan and Russian.

When using this NLLB framework, we initial-
ized the tokenizer for Amis with a base configu-
ration set for the only available related language,
Tagalog, noted internally as tgl_Latn. We addi-
tionally added a new language token specific to
Amis, identified within our system as amis_Latn.
This required modifying the tokenizer’s vocabu-
lary to include Amis and adjusting the model’s
embeddings to accommodate this addition. The
embedding for the new Amis token was initial-
ized using the embeddings of the Tagalog language,
leveraging the linguistic similarities to enhance the
model’s performance without extensive retraining
from scratch. This process also involved reposition-
ing certain tokenizer elements, such as the mask to-
ken, to maintain the tokenizer’s integrity and func-
tionality after the introduction of new language
components.

Mandarin in Taiwan is written using traditional
Chinese orthography. The NLLB tokenizer doc-
umentation indicates that the zho_Hant tag can
accommodate both simplified Chinese and tradi-
tional Chinese orthography, but we found that only
60% of the traditional characters in our data were
accounted for by the tokenizer. We addressed this
problem by training a custom SentencePiece (Kudo
and Richardson, 2018) tokenizer on our Mandarin
data and then inserting the resulting missing to-
kens into the token set for the NLLB zho_Hant
tokenizer.

As NLLB models are inherently bidirectional,
we built three models: Amis-English with no pivot
data; Amis-English with pivot data; and Amis-
Mandarin. Within OpenNMT, whose basic design
is for unidirectional training, we trained six models:
Amis->English and English->Amis without pivot
data; Amis->English and English->Amis with pivot
data; Amis->Mandarin; and Mandarin->Amis. We
evaluate the output of these models on our test data
using two metrics: BLEU, the long-standing MT
evaluation metric based on word n-gram precision,
and chrf++ (“CHaRacter-level F-score”), which
uses character-based, rather than word-based, n-
grams.

6https://cointegrated.medium.com/how-to-fine-
tune-a-nllb-200-model-for-translating-a-new-language-
a37fc706b865

5 Results

Table 3 presents the BLEU and chrf++ scores for
each model trained, in each direction, for each of
the two MT architectures. We first consider the
impact of including synthetic pivot data. We see
that when translating from Amis to English, the
inclusion of pivot data increases performance as
measured by both metrics – at times rather dramat-
ically – under both MT architectures. Strangely,
including pivot data when translating to Amis does
not yield improvements. With OpenNMT, the very
small amount of unpivoted Amis-English data was
insufficient to train a model. The addition of pivot
data facilitates the production of actual output, but
BLEU scores are weak.

We now turn to a comparison of NLLB with
OpenNMT. When translating from Amis to En-
glish, OpenNMT outperforms NLLB by several
points in terms of both BLEU and chrf++. When
translating to Amis from English, NLLB outper-
forms OpenNMT, which fails to yield output at
all for the condition with no pivot data. For the
Amis-Mandarin models, OpenNMT again holds a
small advantage over NLLB, with higher BLEU
and chrf++ scores in both directions. Interestingly,
translation to Amis using NLLB, whether from En-
glish or Mandarin, yields very high chrf++ scores.
We conclude that both architectures show promise
for translation in these low-resource settings, with
each architecture outperforming the other under
certain conditions.

Table 4 shows a few example outputs for Open-
NMT and NLLB trained on the larger Amis-
English dataset that included pivot data. Recall
that OpenNMT yields higher BLEU and chrf++
scores than NLLB when translating to English. In
all cases, the translations are reasonable. We see
that OpenNMT appears more likely to produce
verbatim matches for the reference or text with
more shared unigrams. We also observe that the
NLLB output sometimes includes words found in
the Amis input, something that almost never hap-
pens in the OpenNMT output. Overall, while the
BLEU and chrf++ scores reported for this transla-
tion direction are higher for OpenNMT, the NLLB
translations often capture the gist of the reference
without necessarily generating a verbatim match,
which will negatively impact BLEU scores. The
final example is typical of output produced from
input sentences drawn from the Bible. These con-
sistently yielded Biblical language unrelated to the
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Amis Reference OpenNMT NLLB
Mataturuturud kita
tu tayal

Let us pass on the work
from one to the other

one by one of our
work is continued

let us work together

Maulah kaku aci
kaka ^aku a rumadiw

Both my brother and I
like to sing

both my brother
and i like to sing

i also like to sing with
my brother and sister

Aciyah adihayay
tu ku tayal isu

Ouch you have got a
lot on your plate

wow you guys
are a lot of work

wow i have got
a lot of work

Adihay ku heci nu
kilang nira

His fruits were plenty he has many fruit
the fruits of its
trees are numerous

Ahecid ku nanum
nu liyal

The sea is salty the sea is salty
the sea water
is salty

Hay fangcal ku
keru ^nu maku

Yes i dance well yes i dance well
yes my dances
are great

Ira ku rengus I
umaumahan

There is grass
in the field

is there any grass
here

rengus is in the field

Matngiltu namu ku nanu
sapi’met a limuut nu
itiyaayhu a tamdaw tuya
aka pipatay tu tamdaw
o mipatayay a tamdaw
i u mamasawkit sanay

You have heard that it
was said to the people
long ago, ‘Do not
murder, and anyone who
murders will be subject
to judgment.’

amen i say to you
whatsoever you
shall bind upon earth
shall form and shall
cast on enemy

and when jesus was
come into the house
of the ruler and saw
the minstrels and the
multitude making
a rout

Table 4: Example Amis-English sentence pairs, along with the predicted output of OpenNMT and NLLB when
trained on data including the pivot data.

actual content of the reference sentence for both
architectures.

6 Conclusions

While accurate machine translation offers utility
for supporting language documentation, training a
robust model requires a large parallel corpus that
would be difficult to acquire for most endangered
and indigenous languages. In this paper we mined
a wide variety of diverse existing corpora contain-
ing parallel data in order to produce MT-ready cor-
pora for Amis-English and Amis-Mandarin trans-
lation. We were able to achieve promising BLEU
and chrf++ scores under some conditions, but many
questions remain about the utility of the pivot data
for translation into Amis and about the performance
contrasts between NLLB and OpenNMT.

In our future work, we plan to carry out data
ablation studies to determine the individual con-
tributions of each of the component corpora. In
particular we suspect that the Bible data may not
be appropriate given the style and content of the
other corpora. Given the ethically and practically
dubious value of Bible data in low-resource MT
and other NLP tasks (Liu et al., 2021; Domingues
et al., 2024), we may see improvements while rec-

ognizing the potentially harmful effects of using
culturally irrelevant texts. We also would like to
incorporate dictionary entries in a more effective
way following (Zheng et al., 2024), who showed
success across a large number of languages in the
Formosan family.

Ethical considerations

When working with an indigenous language, it is
necessary to ensure that the community to whom
the language belongs is a willing and active partic-
ipant in the research. While the data used in our
project is freely available for download, we have
taken extra steps to gain the explicit permission of
the Indigenous Language Research and Develop-
ment Foundation (ILRDF) and the managers of the
ePark indigenous educational organization to use
their Amis data. All of our models will be shared
with these organizations and the Amis community.
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Abstract

How is automated tone transcription affected
by the choice of transcription orthography? In
this paper we present a range of experiments
that indicate that, even when the tonal repre-
sentations are kept the same, the way vowels
and consonants are transcribed can affect tonal
character outputs. Our results also indicate that
using a Language Model (LM) for decoding
can mitigate problems with tonal outputs, but
tones remain the most difficult part of the tran-
scription. In doing this we also present the first
Automatic Speech Recognition (ASR) models
for the Baima language, spoken in Sichuan and
Gansu, China. We hope to use these models to
contribute to ongoing documentation efforts.

1 Introduction

Researchers who start documenting endangered
languages without writing systems often face the
challenge of a race against the clock to collect and
transcribe as much data as possible before the lan-
guage disappears. With extremely limited access
to native speakers who are not only essential when
gathering, but also when transcribing and inter-
preting data, linguists and community members
interested in preserving the language have to make
crucial choices on how to spend limited time with
informants. Is it worth the tremendous amount
of time and effort to preserve every detail using
the International Phonetic Alphabet (IPA) to facil-
itate further research in the sound system of the
language? Or should they choose a local and/or
romanised script to speed up transcription and to
increase the possibilities of language revitalisation?

In this paper we present several ASR experi-
ments to gain further insight into these important
practical questions, focusing on the Baima lan-
guage, spoken in Sichuan and Gansu, China. With
three native tones, tone sandhi and tonal borrow-
ings as well as complex consonantal onsets and
epiglottalisation, this language forms the perfect

case to test the trade-off of different transcription
systems. In addition to tests with different base
models, LMs and transcription systems, we will
also do an in-depth error analysis of each of the
tones to gain insight into which are more challeng-
ing for specific models. The results will therefore
not only further work on ASR for tonal languages
but also help researchers and speaker communities
working on language documentation and revitalisa-
tion to choose how to best spend limited time and
resources in order to get the best possible results.

1.1 Baima Language

Baima (/pêkê/, Chinese 白马语 báimǎyǔ, ISO-
639 code bqh) is a Tibeto-Burman (Tibetic) lan-
guage spoken at the border of Sichuan and Gansu
provinces in China. The language has approxi-
mately 10,000 speakers, who reside in the coun-
ties of Pingwu, Songpan (Tib. Zung chu), and Ji-
uzhaigou (Tib. Gzi rtsa sde dgu) in Sichuan, and in
the counties of Wenxian and Zhouqu (Tib. ’Brug
chu) in Gansu.

The area of distribution of the Baima language
lies at the historical Sino-Tibetan border, in a multi-
ethnic and multilingual region. In all counties
of its present distribution, immediate linguistic
neighbours of Baima include varieties of Mandarin
(mostly Southwestern Mandarin) and Tibetic lan-
guages. To our knowledge, there are no longer any
monolingual speakers of Baima, as all age groups
are bilingual in the local varieties of Mandarin.
Mandarin (both the local varieties and the closely
related Standard Mandarin, the official language
of the People’s Republic of China) also dominates
the education system and work in public domains.
Baima is not used in writing or education and its
use is mostly restricted to family and community
events. For those reasons, it is severely endan-
gered.1

1https://www.ethnologue.com/language/bqh/

170

https://www.ethnologue.com/language/bqh/


Baima is little-studied. To date, most linguis-
tic fieldwork on this language has concentrated on
the Baima variety as spoken in Baima Township
of Pingwu County, which is also the focus of the
present study (Huang and Zhang, 1995; Chirkova,
2017; Sun et al., 2007). A small set of audio-visual
non-annotated recordings of Pingwu Baima is avail-
able on the Pangloss archive of the Centre national
de la recherche scientifique (CNRS).2 Speakers of
Baima are keen to preserve their language and cul-
tural traditions and would greatly benefit from the
development of tools that can facilitate this effort.

Baima is remarkable for its phonological com-
plexity, and for a number of features that are ty-
pologically uncommon. These include non-modal
phonation type contrasts in both consonants and
vowels and a tonal system characterised by syllable-
level contrasts, with redundant use of pitch, voice
quality, and vowel length. The Baima consonant
inventory consists of 57 phonemes, including 11
epiglottalised prenasalised, nasal, and approximant
phonemes. The vowel inventory consists of 11
monophthongs, three native diphthongs, and one
diphthong that only occurs in loanwords from Man-
darin (/ua/). The three contrastive tonal categories
are high falling (53), mid (44), and low (213). The
high falling tone is correlated with a high falling
pitch contour, tense vowel quality, and short vowel
duration. The mid and low tone categories are cor-
related with long vowel duration. The mid tone has
a mid level pitch contour and a modal voice qual-
ity. The low tonal category has a low falling-rising
pitch contour and a breathy-like or lax voice qual-
ity. Detailed phonological analyses can be found
in Chirkova et al. (2023) and Chirkova (2025), and
examples of the tones are given in Table 1.

1.2 ASR for No-Resource Tonal Languages
As there are no NLP efforts, corpora, dictionaries
or other resources available for Baima, we have
to resort to techniques to address the well-known
transcription bottleneck for extremely low- (or no-
)resource languages. Recent work by (Stoian et al.,
2020; Prud’hommeaux et al., 2021; Coto-Solano
et al., 2022) and others show getting good ASR re-
sults in those challenging situations is possible by
relying on pre-trained models of acoustic data from
other, high-resource languages. In addition, some
techniques involve transfer learning or modifica-
tion of the acoustic signal (Mitra et al., 2012; Mee-

2https://pangloss.cnrs.fr/corpus/Baima?lang=
en&mode=pro

Baima Tones
Category Example Meaning
1. Contrastive tones in the native lexicon
High falling no53 inside
Mid level no44 sky, heaven
Low rising no213 exist, have
2. Tone sandhi
Compound change no31mba53 possessions
3. Tones in Chinese loans
High level tha55 he/she/it
Mid rising tùhA35 examine

Table 1: Tones in Baima in IPA

len et al., 2024), data augmentation with written
sources such as dictionaries and word lists (Hjort-
naes et al., 2020; Arkhangelskiy, 2021).

Languages like Baima with complex phoneme
inventories and tones are generally more challeng-
ing for any ASR model, especially when data and
resources are scarce or non-existent. For ASR sys-
tems that evaluate the Character Error Rate (CER),
it is therefore important to think carefully about
the transcription method, as CER has been shown
to strongly correlate with orthographic complex-
ity (Taguchi and Chiang, 2024). Representations
where the tone is marked explicitly but kept sepa-
rate from the vowel (i.e. explicit tone recognition,
as discussed by Lee et al. (2002)) are not often used
for larger languages, but they are common in low-
resource ASR systems, such as those for Yongning
Na from China and Eastern Chatino from Mexico
(Adams et al., 2018). Coto-Solano (2021) shows
that manipulating the transcription input can im-
prove results in a language like Bribri, where not
marking the most common tone and separating the
tonal markings from the vowel can lead to major
improvements in performance. Bribri has only four
tones, however, transcribed with a limited number
of additional segments, and only when necessary.
Baima, on the other hand has three native tones,
tone sandhi as well as additional tones on loan-
words for Chinese. Following sinological tradition,
those are all represented with Chao tone numbers
(Chao, 1930), which means they consist of at least
2-3 additional characters on every tonal syllable.
The current use of complex tone notation in Baima
is in line with the research tradition that charac-
terises Baima as a tonal language defined by pitch,
favouring Chao tone numbers over IPA diacritics
for tone representation (see Section 2.2). The fact
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that Baima tones are produced with both a particu-
lar f0 specification and a voice quality specification
has only been recently discovered (Chirkova et al.,
2023; Chirkova, 2025).

In this paper we therefore focus on transcription
systems and how they might impact the automatic
transcription of complex tones, testing different
base models as well as the usefulness of adding an
LM in an extremely low/no-resource context.

2 Methodology

2.1 Data collection

The data for Baima used in the present study
was collected during two fieldtrips in November-
December 2003 and October-November 2004 in
several villages in the Baima Township of Pingwu
County. We collected ca. 20 hours of traditional
narratives, interviews, and descriptions of tradi-
tional activities. 191 minutes (4 hours 5 minutes)
are fully transcribed. All of the transcribed mate-
rials are from recordings of traditional narratives
from three native speakers (all male, between 50+
and 70+ years old at the time of recording).

To enhance efficiency of fine-tuning the base
models and to avoid potential confounds in the
results due to differences in segment length, we
excluded segments longer than 15 seconds, reduc-
ing the dataset to 186 minutes. The total corpus
contains 27,417 words (2715 unique words).

2.2 Transcription methods

The original transcriptions of recordings in the
Baima language were done in IPA capturing all
phonetic details of the language, including nasal-
isation, epiglottalisation and tones. While nasali-
sation is not phonemic, there is variation between
different speakers. Epiglottalisation and tones are
phonemic, however, and the latter are indicated
with Chao tone numbers in our transcriptions.

The Pinyin-style transcription was created with
the primary objective of being comprehensible to
native speakers of Baima. It is rooted in the Hanyu
Pinyin system, the official romanization system in
China (Committee, 1956). The choice to establish
a romanization system for the Baima language on
the basis of the Hanyu Pinyin system was influ-
enced by two crucial factors: (i) its widespread
familiarity, which is a result of its extensive usage
in elementary school education and public life, and
(ii) its ease of adaptation for electronic applications,
particularly mobile phones.

Over the past few decades, the Hanyu Pinyin
system has served as the foundation for romaniza-
tion systems of numerous minority languages in
China, including large languages such as Nuosu
(see (Ma et al., 2008)). It has also been instru-
mental in our own work on the Duoxu and Ersu
languages (Chirkova and Han (2016); Chirkova
and Wang (2017); Wang et al. (2019)). It is worth
noting that the issue of tone notation in the Hanyu
Pinyin system is intricate. The official system em-
ploys diacritics to represent the four tones of Stan-
dard Chinese. Nevertheless, these diacritics are
often disregarded in various contexts, such as when
spelling Chinese names. Alternatively, tones can
be indicated by placing a tone number (1 to 4) at
the end of each individual syllable.

In essence, transcribing tone remains a challeng-
ing aspect for speakers of tonal languages, such
as Mandarin Chinese speakers and those whose
languages we developed romanization systems for
in the past. Therefore, it is crucial to engage in
careful consultation with potential users of the sys-
tem to address the issue of tone representation. We
chose Chao tone numbers for several reasons. First,
the complexity of the tonal system of Baima has
only recently begun to be unravelled. While re-
cent research has provided a better understanding
of contrastive tones on monosyllabic words, tone
sandhi in polysyllabic words remains largely under-
studied. Consequently, Chao tone numbers offer
the most accurate and reliable method for noting
tone variation before a comprehensive understand-
ing of the tonal system is achieved. Secondly, the
tradition of using Chao tone numbers in IPA tran-
scription is deeply rooted in the field. The vast ma-
jority of publications on Baima, including the only
reference grammar with the most comprehensive
vocabulary list to date (Sun et al., 2007), rely on
this system. Therefore, Chao tone numbers provide
convenience for cross-reference and comparison
between our work and previous descriptions of that
language.

To facilitate testing of different transcription sys-
tems, we wrote one-way conversion scripts to cre-
ate Pinyin and Simple romanisation equivalents of
the detailed IPA transcriptions with tones.3. These
conversions can only be done from IPA, as certain
details are simplified in both alternative transcrip-
tion systems. Table 2 shows examples for each

3Code and models can be found on https://github.
com/rolandocoto/baima-asr
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Transcription With tones No tones
IPA ñ@53 -
Pinyin nyii53 nyii
Simple ny@53 ny@

Table 2: Possible transcriptions for [ñ@53] ‘man’

transcription type. All transcriptions have the same
representation for tone: two numerical characters
for contours (e.g. 53 for the falling tone) and three
characters for the dipping tone (i.e. 213 dipping).

2.3 ASR Training
Our next step was to create ASR models for the
Baima language. We carried out monolingual fine-
tuning using the Baima data, and we chose three
base models for this4: Wav2Vec2 XLSR-53 Large
(Baevski et al., 2020), henceforth Wav2Vec2; MMS
1b-all (Pratap et al., 2024), henceforth referred to as
MMS; and Whisper Medium (Radford et al., 2023).
For Wav2Vec2 and MMS we tried versions of the
models with and without an LM for decoding. We
used KenLM (Heafield, 2011) to produce the LMs,
which were trained using the text in the training
and validation partitions of the data.

In order to train the models, we took the total
186 minutes of data and created 20 randomly or-
dered versions of it. We split these 20 versions into
train/dev/test sets, with ratios of 80%, 10% and
10%. We used these partitions to train the models,
and the checkpoint before overfitting was saved.
These were used to evaluate the test sets, and from
there calculate the median CER and Word Error
Rate (WER) for each test set. In section 3 we re-
port the average values of the median error for each
randomly assigned test set.5 The total sample only
has three speakers, so the speakers in the train/valid
sets are also present in the test set.

2.4 Calculation of Tonal Errors
In addition to reporting the standard CER and
WER, we also calculated the metrics of tonal char-
acter error rate (tonal CER) and tonal word error

4Detailed hyperparameters can be found in Appendix B.
5This paper reports the averages for 20 sets of Wav2Vec2

regular models (IPA, Pinyin, Simple), 20 sets of the Wav2Vec2
no-tone models (Pinyin, Simple), 20 MMS IPA models, and
5 Whisper IPA models. Each Wav2Vec2 model took approx.
93 mins to train and test; each MMS model took approx.
105 mins, and the Whisper models approx. 8.5 hrs. The
results reported here needed a total of 155 hrs of an Nvidia
A100 Tensor 80GB PCIe GPU and 4 CPU cores in an HPC
environment (W2V2), as well as 78 hrs of an Nvidia L4 GPU
with 8 CPUs in a cloud-based environment (MMS+Whisper).

Source Hypothesis
1. Get hypothesis [ñ@53 te53] [ñ@53 te44]
2. Get only tones 53 53 53 44
3. One unit per tone F F F H
4. Calculate error tCER=50, tWER=50

Table 3: Example of the calculation of tonal CER and
WER for the human-transcribed phrase [ñ@53 te53] ‘that
man’ and a potential automatic (and partially wrong)
transcription of the phrase.

rate (WER). Table 3 shows an example of this pro-
cess. Let’s assume we have the phrase [ñ@53 te53]
‘that man’ as a human-transcribed phrase in the test
set. It is transcribed [ñ@53 te53] in IPA with Chao
tone numbers. Let’s then assume that one of the
ASR systems produces the wrong automatic tran-
scription [ñ@53 te44]. Here, the falling (53) tone of
the first word is correct, but the tone of the second
word is incorrectly tagged as a mid level (44) tone.
We then strip both phrases of their consonants and
vowels, leaving only the tones. This would result in
53 53 for the human transcription, and 53 44 for
the incorrect automatic transcription. The next step
is to convert the tones into single units, to avoid
counting the start and end points of the falling con-
tour tone (e.g. 5,3) as separate errors. When we do
this, the transcriptions could take the form F F for
the human transcription, and F H for the erroneous
automated transcription. It is at this point that we
can calculate the distance between the human and
automated transcriptions, using the standard CER
and WER algorithms. The tonal CER is the per-
centage of characters in this transcription that are
wrong. The tonal WER is the percentage of words
that have a tonal error in them. These tonal WER
and CER will be reported for the transcriptions that
do have tone (i.e. IPA, Pinyin, Simple).

3 Results

3.1 ASR Training

First, we performed a simple comparison of
the base models to determine which had the
best performance without the use of an LM.
We restricted this test to the IPA transcrip-
tion. When we compare the three base mod-
els (Wav2Vec2, MMS and Whisper), Wav2Vec2
had the lowest character error (CER=18.3±1.1),
compared to Whisper (CER=19.3±1.8) and MMS
(CER=25.1±0.7), but Whisper has the low-
est word error rate (WER=33.6±2.0), com-
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pared to Wav2Vec2 (WER=47.5±2.7) and MMS
(WER=69.5±2.8). Figures 1 and 2 show the
summary of the results for the Wav2Vec2 mod-
els, figures 3 and 4 show a comparison between
Wav2Vec2 and MMS, two base models which have
the same architecture, but which differ on the num-
ber of languages used during the training phase.
Based on these figures, we will answer questions
about the interaction of the transcription style, the
LM, and the presence of tones in the transcription.

Figure 1: Character and tonal character error for models
trained with Wav2Vec2.

Figure 2: Word and tonal word error for models trained
with Wav2Vec2.

Our next question was: Does using an LM

make a difference to the transcription? The
answer is yes; using a KenLM-style LM decreases
the error rate. In this section we used paired
Wilcoxon signed rank tests or paired t-tests to test
significance, depending on whether the distribu-
tions met the assumption of normality or not, as
determined by a Shapiro-Wilk test. The use of
an LM reduces CER by 2.6±1.9 points (V=5050,
p<0.0001) and WER by 13.9±8.8 points (V=5050,
p<0.0001). The use of an LM also reduces tonal
error: The tonal CER goes down by 8.8±5.2 points
(V=1830, p<0.0001), and the tonal WER goes
down by 14.1±8.1 points (V=1830, p<0.0001).

The third question is: Does the amount of lan-
guages in the base model make a difference?
The answer is yes, but adding more languages
does not seem to lead to an improvement in per-
formance. Since Wav2Vec2 and MMS are based
on the same architecture, but trained on a different
number of languages (53 for Wav2Vec2 and 1162
for MMS), we decided to test this question. The
answer was the opposite of what could be expected.
The smaller model, Wav2Vec2, performed better.
Its CER was lower by 5.5±1.6 points (V=820,
p<0.0001), and its WER was lower by 15.3±7.4
points (V=820, p<0.0001). Wav2Vec2 also had
a lower tonal error: the tonal CER was lower
by 9.5±6.2 points (V=820, p<0.0001), and the
tonal WER was lower by 14.8±8.0 points (V=820,
p<0.0001). It seems that the additional languages
in MMS did not aid in the transcription of Baima.
Therefore, from this point on we will restrict the
following tests to the Wav2Vec2 models.

Figure 3: Comparison of Wav2Vec2 and MMS models
for character and tonal character error.

The fourth question is: Does adding tones
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Figure 4: Comparison of Wav2Vec2 and MMS models
for word and tonal word error.

to the transcription make transcribing Baima
harder? Yes; the tones do take a toll on the tran-
scription. When we studied the difference between
the “tone” and “NoTone” versions of Pinyin and
Simple romanisations, using tone increases the
error rate. It increases CER by 6.9±3.6 points
(t(79)=17, p<0.0001) and WER by 18.8±11.4
points (V=3240, p<0.0001).

Finally, does the transcription style make a
difference in the error rates? Yes, the Pinyin
transcription style leads to more errors overall, as
well as more tonal errors, even if the tones them-
selves are the same in all transcription styles. Table
5 shows the (total) CER and WER, as well as the
tonal CER and WER. (The consonants and vowels
will be discussed in section 3.3). To test this we
used the Kruskall-Wallis rank sum test to compare
the error means between the three types of tran-
scriptions (IPA, Pinyin, Simple). When the KenLM
model is NOT used, there is a significant difference
between transcriptions for the four metrics used.
For example, IPA has CER=18, Pinyin CER=23
and Simple CER=24 (χ2(2)=19, p<0.0001). The
difference is more pronounced for the word error;
IPA has WER=48, Pinyin WER=65 and Simple
WER=67 (χ2(2)=30, p<0.0001). This difference
is attenuated by the use of the KenLM, but IPA
still performs significantly better. As for the char-
acter error, IPA has CER=17, Pinyin CER=19 and
Simple CER=20 (χ2(2)=19, p<0.0001). As for the
word error, IPA has WER=37 and both Pinyin and
Simple have WER=43 (χ2(2)=22, p<0.0001).

When we study the tonal errors without an LM,
IPA is again the transcription with the least error.

For tonal CER, IPA has tonal CER=20, compared
to Pinyin tonal CER=28 and Simple tonal CER=31
(χ2(2)=28, p<0.0001). For tonal WER, IPA has
tonal WER=33, compared to Pinyin tonal WER=46
and Simple tonal WER=50 (χ2(2)=32, p<0.0001).
These differences are, again, attenuated by the use
of an LM. In the case of character error, IPA has
tonal CER=16, compared to Pinyin tonal CER=18
and Simple tonal CER=19 (χ2(2)=23, p<0.0001).
For tonal WER, IPA has tonal WER=27, compared
to Pinyin and Simple tonal WER=30 (χ2(2)=19,
p<0.0001).

3.2 Tonal Errors
An additional question for this paper is: Are there
any tones that perform worse than others? Table
4 shows the percentage of error for specific tones.
It shows the average (across 20 models) of the
percentage of all the occurrences of a certain tone
(e.g. 53) that were predicted erroneously (e.g. 11%
for 53, for Wav2Vec2+KenLM using IPA).

In order to understand the patterns in the table,
we used an ANOVA test with the percentage of
error as the dependent variable, and four indepen-
dent variables and their interactions: (i) tone {53,
44, 213, 31, 35 and 55}, (ii) transcription style
{IPA, Pinyin, Simple}, (iii) use or not of a KenLM
LM, and (iv) base model (Wav2Vec2 vs MMS).
There is a significant three-way interaction between
tone, transcription and base model (F(5,912)=11.9,
p<0.0001). In general the Baima and Sandhi tones
have less error than the borrowed tones. The use of
an LM decreases the error. On average, tones have
an error of 47±32% when using KenLM, compared
to 55±30% without it. As for the type of model,
MMS transcriptions have more errors in general,
but this depends on the tone: Wav2Vec2 and MMS
have almost identical error rates for tone 53 (both
of them 16%), but they have very different error
rates for tone 44 (57% versus 40%).

Perhaps the most relevant for the present is the
interaction between tone and transcription. There
are tones that have much lower error rates than oth-
ers. As can be seen in table 4, the dipping tone 213
has a lower error rate in the IPA transcription (24%
for Wav2Vec2 with KenLM) than in the Pinyin and
Simple transcriptions (29% and 30% respectively).
This pattern is different from the falling tone 53,
which has almost identical error rates across all
transcriptions (approx. 12% when using KenLM).
Tone 44 also shows large differences between tran-
scriptions, whereas the tones in borrowed words,
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Baima tones Sandhi tone Borrowed tones
Model Transcription 213 53 44 31 35 55

With LM MMS IPA 34 11 46 29 97 99
Wav2Vec2 IPA 24 11 30 21 75 78

Pinyin 29 12 36 26 89 96
Simple 30 13 38 28 91 97

Without LM MMS IPA 59 21 68 36 100 100
Wav2Vec2 IPA 28 14 34 23 80 83

Pinyin 34 21 50 35 94 98
Simple 40 26 55 36 96 100

Table 4: Percentage of errors for each tone by transcription, base model, and use of a KenLM LM. The underlined
number is the largest error amongst the different transcription models per tone.

35 and 55, are almost identical (i.e. equally poor)
for all transcription styles. These patterns will be
further discussed in section 4.

3.3 Tonal versus consonant and vowel errors
We ask one final question which is important for
anyone working in the documentation of a tonal
language: Are tones more difficult to transcribe
than other parts of the phonology, like the conso-
nants and the vowels? They are, but mainly when
an LM is NOT used. Table 5 shows the CER and
WER when only the tones, consonants and vowels
were considered. Using a technique similar to that
described in section 2.4, we made versions of the
transcriptions that had only the consonants and the
vowels. For example, [ñ@53 te53] ‘that man’ would
be ñ t in the IPA consonant transcription, and @ e
in the IPA vowel transcription.

We used two ANOVA models, one for the char-
acter errors, and one for the word errors. Each of
these had the percentage of error as the dependent
variable, and three independent variables: transcrip-
tion (IPA, Pinyin, Simple; all of them with tones),
type of phone (Tone, Consonant, Vowel) and use or
not of a KenLM LM. The CER model had a signif-
icant three-way interaction (F(4,342)=3.6, p<0.01),
and the WER model had significant two-way inter-
actions.

In the case of the LM, the CER shows a pat-
tern where the use of a KenLM LM reduces the
error, but it reduces it more for tones than for the
other segments. This is also true for the WER
(F(2,342)=5.2, p<0.01), where tones improved an
average of 9 points, but consonants and vowels
only improve by an average of 3 points.

In the case of the transcriptions, the use of
KenLM led to a bigger improvement in the Pinyin
and Simple transcriptions. This pattern is also true

for the WER; where the Pinyin KenLM transcrip-
tions improve by an average of 14 points and the
Simple improve by an average of 15.7 points, com-
pared to 5.3 for (F(2,342)=32, p<0.0001).

The main difference between CER and WER is
in the way they interact with the transcriptions. The
tones always have a larger CER when an LM is not
used, and they always have amongst the highest
CERs even if an LM is used. However, in the case
of the WER, the tones are always the worst per-
formers when an LM is absent, but the consonants
and vowels behave slightly worse than the tones
when an LM is present (F(4,342)=3.0, p<0.05).

4 Qualitative Error Analysis

In this section we shift our focus to the specific
errors that the models make when transcribing, and
how those might affect linguistic work.

4.1 Specific errors

Table 6 provides specific examples of transcrip-
tion output. Further examples, including for the
contrast between transcription systems are avail-
able in the Appendix. Examples (1) and (2) show
the difference between the base models (without
LM) and Wav2Vec2 with and without LM. It is
clear that without an LM both base models, but
especially MMS, struggle to get the right word
boundaries for words that are acoustically merged
together, like the copula [re213] and the following
question marker [a]. The target transcriptions ac-
tually give the original (lexical) tones of the two
morphemes, whereas the models provide the actual
pronunciation: a fused syllable with the overlaid
interrogative intonation, which is closer to actual
acoustic signal. Both models also appear to make
errors at the end of the segment in (1). The acous-
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CER WER
Transcription Total Tone Cons Vowel Total Tone Cons Vowel

With LM IPA 17 16 13 16 37 27 25 28
Pinyin 19 18 18 17 43 30 32 32
Simple 20 19 17 19 43 30 34 31

Without LM IPA 18 20 15 18 48 33 31 32
Pinyin 23 28 22 21 65 46 45 45
Simple 24 31 21 23 67 50 48 44

Table 5: Error for each type of character (tones, Cons=consonants, vowels) for Wav2Vec2 models. The underlined
number is the largest error amongst the three types of characters.

Different base models with IPA transcription (Without LM)
1. SPX-bqh-018-193 “[He] asked (literally: said): "Is it the herdsman’s horse or this young wanderer’s horse."”
Target transcription ta53 ndzU213 she31pu53 ta53 re213 a tCho31mba53 go31dýy53 ta53 re213 te53 dzE213 S@ CER WER
MMS prediction ta53 ndzo53 se31pu53 ta53 ra3 tCho31mba53 Ngo31ýy53 ta53 re2 @ 27 67
Wav2Vec2 prediction ta53 ndzU213 she31pu53 ta53 re213 tCho31mba53 Ngo31dýy53 ta53 re213z2 14 42

Wav2Vec2 IPA transcription Without vs With LM
2. SPX-bqh-020-053 “When the two of them were hunting, [they accidentally] fired an arrow into a tree, and

that tree turned into a young man [= a tree brother appeared], then they... ”
Target transcription ñÝi53 ñge53 nde53 s@ õ213 She213 ke53 nda53 dý053 CE44 She213 ña31ñu53 ly213 ue44 ñi

to44 Ùo31r@53
CER WER

Without LM prediction ñÝi53 ñge53 nde53 S@ õ213 She213 ke53 nda53 dý053 s@ She213 ña31ñu53 ly213 ue44 ñi to44

Ùo31rU53
6 18

With LM prediction ñÝi53 ñge53 nde53 S@ õ213 She213 ke53 nda53 dý053 CE She213 ña31ñu53 ly213 ue44 ñi to44

Ùo31r@53
4 12

Perfect CER and WER (even in detailed IPA with tone)
3. SPX-bqh-011-121 “[You] need to go to my place, so [the emperor] said.” CER WER
Target & Prediction kh053 tsa44 ndýi53 go53 re213 ndüu53 dzE213 S@ 0 0

Bad CER/WER most challenging IPA and ‘easiest’ Simple NoTone transcriptions
4. SPX-bqh-002-277 “The big sister looked around, looked up, looked sideways, [then she] returned home,

shook her head and said, there’s nothing there.”
IPA
Target transcription pu44 tShe213 Ngo31kE31 tùa53 ty044 mbo tCe53 ty044 ndüe44 ty044 Ci53 tse53 a31 ã53 tSo53

mu31=no213
CER WER

With LM prediction pu44 tShe213 te53 Ngo213 ke31ÙA53 te53 kumbo tCE213 te53 ndüe53 Ci53 A213A213 tSo53

mu31 no213 ndüu53 dzE213 S@
56 87

Simple NoTone
Target transcription pu tsyhe nggookëtra tyue mboo tsyë tyue ndrqe tyue syi tse aã tsyoo mu noo CER WER
With LM prediction pu tsyhë nyi ngoo ketsya te khu mboo tsyë te ndu aa tsyoo mu noo ndrqu dzë sy@ 58 93
Without LM prediction pu tsyhë ny@ ngoo ketsya te khumboo tsyë te nduë i aa tsyoo mu noo ndrqu dzë sy@ 58 93

Table 6: ASR results from various experiments for Baima - Part I: Base and Language Models

tic signal is actually deprecated here, showing the
real benefit of adding an LM that can add words in
often-seen contexts even if they are barely audible
in the recordings. Finally, the MMS base model
in particular seems to struggle with clusters at the
start of syllable like [S], [dz] and [dý].

Examples (3) and (4) illustrate that the models
have outliers too, yielding both very good exam-
ples (in 3) or seemingly very bad examples (in 4),
judging by the error rates. While the recording
for (3) is rather short and clear, the articulation of
the speaker uttering (4) is much less clear. The
suggestion of the model to transcribe a particularly
unclear part of the segment as [te53 kumbo] is actu-
ally probably more plausible than what the original

transcriber first proposed. Furthermore, the final
part of the utterance is completely ‘swallowed’ in
the recording, but the model still proposes a very
good transcription for those final words. Overall,
zooming in on specific errors shows that even when
results look very bad when simply calculating the
CER and WER, in reality the models may actually
be more useful than originally thought.

4.2 Tonal error analysis

Generally, the models for transcription types with-
out the tones perform better. This could be due
to the fact that it is genuinely ‘easier’ to ignore
suprasegmental features like tones, and because the
Chao tone numbers simply add further characters
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to the target inventory, especially when they are
counted as separate characters. When it comes to
tonal errors we can make one clear observation
from these qualitative data: some errors are due to
the fact that transcriptions only note etymological
tones and disregard sentence-level stress, that is,
distinctive pitch contours that serve to mark words
‘in focus’ position and overlay the etymological
tone of the word in focus.

As for specific tones, out of the six different
options the 53 tone is the easiest to recognise, prob-
ably due to its high frequency, whereas the high
tone 55, which only occurs on a handful of Chinese
borrowings proves the most challenging.6

4.3 General errors

In general, based on the examples above, the main
reasons for discrepancies between transcriptions
and predictions are easily explained. For example,
weakening in unstressed position can lead to the
models predicting schwas, which is no doubt a fre-
quent occurrence in any base model. Mainly, how-
ever, we note that all models suffer significantly
from bad quality of the recording: background
noise, unclear articulation, etc. lead to an increase
in both CER and WER. However, when these in-
creases are there because of incomplete or inexact
original transcriptions, we also see that the models
(especially those enriched with a Baima-specific
KenLM LM) can actually yield transcriptions that
are even better than the original.

5 Conclusion

In this paper we tested tonal accuracy and the effect
of transcription type, base model as well as the op-
tion of adding a KenLM LM to the ASR pipeline of
the Baima language, which has phonological fea-
tures, including six tones, and is extremely limited
in resources.

First, we found that more languages in a simi-
lar architecture for the base model (i.e. MMS vs
Wav2Vec2) does not lead to better outcomes when
transcribing smaller languages, perhaps because
the extra languages are not phonologically simi-
lar to Baima. Wav2Vec2 has 5 tonal languages
(Mandarin Chinese, Hakka, Cantonese, Lao and

6Overall frequencies can vary slightly due to the different
splits in training/validation/test data, but to give an impression,
in the test set #3 the frequencies are (in descending order):
Tone 53 - n=1626 (53%), Tone 31 - n=551 (18%), Tone 213 -
n=495 (16%), Tone 44 - n=363 (12%), Tone 35 - n=22 (0.7%)
and Tone 55 - n=15 (0.5%).

Zulu). MMS has these, plus many others, includ-
ing small Indigenous languages with a wealth of
tones. However, maybe the specific typology of the
tonal system in Baima (where tones are consistently
produced with both a particular f0 specification and
a voice quality specification) poses a problem for
the model. We furthermore showed that complex
tones remain the most difficult part of the phonol-
ogy to transcribe, despite the complexity of Baima
vowel phonology. However, adding an LM to the
decoding process can help to mitigate this problem.

Overall, non-tonal romanised transcriptions
trained with a Wav2Vec2 base model and enhanced
with a KenLM LM show the best results, but
even detailed IPA models with Chao-numbered
tones perform reasonably well, considering the
very small amount of input data (186 mins). While
it remains essential to reliably document and de-
scribe the sound system of the language using de-
tailed IPA, it may at times be preferable to use a
simplified romanisation system to speed up tran-
scription of larger speech samples. Pinyin results
are generally worse than both detailed IPA and Sim-
ple romanisation, but it would be naturally easier
to learn for speakers as they are familiar with this
type of transcription system thus facilitating lan-
guage preservation. While conversion from Simple
romanisation or Baima Pinyin to IPA is impossible
as too many details are lost, it is possible to convert
into Pinyin and Simple romanised script from the
better-performing IPA model, making the latter po-
tentially the most useful, not just for phoneticians,
but also the local community.

To conclude, the way the language is transcribed
can affect tonal outputs, even when the tonal mark-
ings themselves remain the same throughout differ-
ent transcriptions. This underlines the difficulties
in using deep-learning based technology, where the
various orthographies produce opaque but signifi-
cant differences in how the system outputs tone.
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A Appendix: More Sample Outputs

This appendix provides additional transcription ex-
amples to enable full comparison between different
transcription systems. It is clear that all five options
struggle with the same Baima words and the same
phonemes, namely the first vowel in [Ùhu31jo213]
and the onset of [wo44]. The vowel [u] is in an
unstressed position here, which may explain why
all models predict a schwa (or similar). Similarly,
all of the converted models (i.e. all apart from the
original IPA transcription) appear to struggle with
onset glides [j-] vs [w-] or zero. The WER in all
models apart from the Simple NoTone version is
mainly higher because of the failure to recognise
[Ùhu31jo213] as one word. Overall, WER is very
similar for all transcription forms, which provides
additional support for the importance of reporting
both CER and WER, especially when it comes
to ASR for extremely low-resource and highly-
endangered languages (James et al., 2024).

B Appendix: Hyperparameters

The following are the hyperparameters
for the Wav2Vec2 training, using the
wav2vec2-large-xlsr-53 base model:

1. attention_dropout = 0.1
2. hidden_dropout = 0.1
3. feat_proj_dropout = 0.0
4. mask_time_prob = 0.05
5. layerdrop = 0.1
6. gradient_checkpointing = true
7. ctc_loss_reduction = mean
8. per_device_train_batch = 8
9. gradient_accumulation_steps = 2

10. evaluation_strategy = steps
11. num_train_epochs = 29 (4000 steps)
12. fp16 = true
13. save_steps = 400
14. eval_steps = 100
15. learning_rate = 3e-4
16. warmup_steps = 500
17. kenlm_ngrams = 4

The following are the hyperparameters for the
MMS training, using the mms-1b-all model:

1. attention_dropout = 0.0
2. hidden_dropout = 0.0
3. feat_proj_dropout = 0.0
4. ctc_loss_reduction = mean
5. per_device_train_batch = 2
6. evaluation_strategy = steps
7. num_train_epochs = 4 (4872 steps)
8. gradient_checkpointing = true
9. fp16 = true

10. save_steps = 400
11. eval_steps = 100
12. learning_rate = 1e-3
13. warmup_steps = 100
14. kenlm_ngrams = 4

The following are the hyperparameters for
the Whisper training, using the whisper-medium
Multilingual model:

1. per_device_train_batch_size = 2
2. per_device_eval_batch_size = 1
3. gradient_accumulation_steps = 1
4. learning_rate = 1e-5
5. warmup_steps = 500
6. max_steps = 4001
7. gradient_checkpointing = true
8. evaluation_strategy = steps
9. predict_with_generate = true

10. generation_max_length = 225
11. fp16 = true
12. metric_for_best_model = wer
13. greater_is_better = false
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Five different transcription systems (withoutLM, W2v2)
1. SPX-bqh-018-453 “I have a buffalo hide soaked in water [if you can tan the hide...].”
IPA
Target transcription kh053 la53 Ùhu31jo213 Su31mba53 wo44 ZA53ýu53 CER WER
Prediction kh053 la53 Ùh@53 jo213 Su31mba53 wo213 rZA53ýu53 15 57
Pinyin
Target transcription gue53 la53 chu31yoo213 syu31nbba53 woo44 ssha53 xxu53

Prediction gue53 lu31ei53 chii53oo213 syu31nbba53 oo213 zzei213 xxu53 36 57
Pinyin NoTone
Target transcription gue la chuyoo syunbba woo ssha xxu
Prediction gue la chii yoo syunbba oo ra xxu 21 57
Simple
Target transcription khue53 la53 tsyhu31yoo213 syu31mba53 woo44 zya53 zyu53

Prediction khue53 la53 tsyh@31yoo413 shu31mba53 oo213 zyu53 24 57
Simple NoTone
Target transcription khue la tsyhuyoo syumba woo zya zyu
Prediction khue la tsyh@yoo syumba oo dzya zyu 9 43

Table 7: ASR results from various experiments for Baima - Part II: Transcription systems
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Abstract

This paper presents Kuene, a web-based collab-
orative dictionary editing platform designed to
facilitate the creation and publication of Hawai-
ian neologisms by the Hawaiian Lexicon Com-
mittee. Through Kuene, the Committee can cre-
ate, edit, and refine new dictionary entries with
a multi-round approval process, ensuring accu-
racy and consistency. The platform’s techni-
cal features enable flexible access control, fine-
grained approval states, and support for mul-
timedia content and AI-assisted orthography
modernization. Just in the past several months,
Kuene has enabled the publication of over 400
new Hawaiian words. By streamlining the dic-
tionary editing process, Kuene aims to alleviate
the scarcity of modern Hawaiian words and fa-
cilitate the revitalization efforts of the Hawaiian
language.

1 Introduction

Hawaiian is a critically endangered language in
the Austronesian language family, spoken in the
state of Hawaii, USA. Through most of the 1900s,
Hawaiian was banned in schools, leading to a sharp
decline in usage and a generation with nearly no
native speakers. Only in the past 40 years have
there been active efforts to revitalize the language
through educational initiatives such as immersion
schools, leading to a resurgence of usage. One of
the many hindrances to the active use of Hawaiian
in daily life today is the lack of words for many
modern concepts. To remedy this issue, the Hawai-
ian Lexicon Committee, Kōmike Hua‘ōlelo, was
formed in 1987 for the purpose of creating new
words in the language. The Committee is composed
of native Hawaiian speakers who meet regularly to
discuss and create new words. As a result of their
meetings, the Committee has published Māmaka
Kaiao (Kōmike Hua‘ōlelo, 2003), a dictionary of
modern Hawaiian words, which has been updated
several times since. This dictionary, along with oth-

ers (Pukui et al., 1976; Andrews, 1865; Pukui and
Elbert, 1986), have been instrumental for students
and learners of Hawaiian. However, due to several
factors including the COVID pandemic, the Com-
mittee has not met in several years, and progress
on updating Māmaka Kaiao with new words has
stalled until very recently.

In this paper, we present Kuene, an online col-
laborative dictionary editing and publishing plat-
form that facilitates the process of creating and pub-
lishing neologisms by the Hawaiian Lexicon Com-
mittee. Using Kuene, the Committee can propose
new words and definitions. Then, other Committee
members can review proposed entries, making edits
as needed. Several rounds of approvals by differ-
ent members can be completed through Kuene to
ensure the accuracy of the new words, their trans-
lations, parts of speech, example usages, and other
information associated with the new entry. After a
final editorial review, a word can be seamlessly pub-
lished using a one-click export to a public Hawaiian
dictionary website, Wehewehe Wikiwiki1, hosted
at the University of Hawai‘i.

Kuene sports several technical features that fa-
cilitate the neologism process. User accounts with
different permissions can limit access to users with
different roles, e.g. one member responsible for cre-
ating the dictionary entry, or an editor responsible
for proofreading for typos. An entry’s headword
and definition can have different approval states,
allowing for finer distribution of effort when ap-
proving a new entry, particularly for headwords that
have previously approved definitions. Users may
also post internal comments for in-context asyn-
chronous discussion about entries. Kuene takes
advantage of the web-based medium to support em-
bedding of media such as photos, audio, video, and
taxonomic tagging to further add context to dic-
tionary entries, enhancing comprehension for new

1https://hilo.hawaii.edu/wehe/
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and multimodal learners of Hawaiian. Furthermore,
Kuene supports efficient checking for duplicate en-
tries and existing related entries and integration
with AI tools for NLP-assisted modernization of
Hawaiian’s 19th century printing press orthogra-
phy.

Just in the past few months, the Kuene platform
has been used to publish over 400 new Hawaiian
words, and it is also being used to develop a dictio-
nary for legal Hawaiian terms and a monolingual
(Hawaiian-Hawaiian) dictionary. With Kuene, we
envision a considerably shorter lead time from the
proposal to the publication of new words by the
Hawaiian Lexicon Committee, which will greatly
alleviate the lack of missing words in Hawaiian as
well as support the language revitalization efforts
of this critically endangered language.

2 Related Work

To our knowledge, there are no existing software
designed specifically to aid the revitalization of an
endangered language through the creation and pub-
lication of new words. However, two related areas
are language documentation and conlang creation.

Regarding language documentation, software
such as FieldWorks Language Explorer2 and WELT
(Ulinski et al., 2014) have been developed for field
linguists to elicit and document words in a language.
These tools have a number of features that are use-
ful in language documentation, but they are not
designed for the creation of new words. Further-
more, these complex tools are designed for trained
linguists, while several target users of Kuene, i.e.
members of the Hawaiian Lexicon Committee, are
elders with little technology experience. In addition,
due to the potential lack of internet in document-
ing endangered languages, language documentation
tools are often installed onto a computer, as opposed
to Kuene’s web-based interface. Some tools such
as Linguistic Field Data Management and Analy-
sis System (LiFE) (Singh et al., 2022) and Glam
(Gessler, 2022) integrate NLP into the language
documentation process, but these systems are also
designed primarily for use by field linguists rather
than native speakers of the language.

Conlangs (constructed languages) undergo a sim-
ilar process as Hawaiian, where one goal of a con-
lang’s creator is to expand the language’s vocabu-
lary. However, conlang vocabulary is often limited
to the creator’s needs, and the development of a con-

2https://software.sil.org/fieldworks/

lang’s vocabulary is often manageable with a simple
excel spreadsheet. Some specialized software ex-
ists for keeping track of a conlang’s vocabulary and
grammar, such as PloyGlot3; language documen-
tation tools mentioned above can also serve this
purpose. These kinds of software include features
not needed by the Hawaiian Lexicon Committee,
such as encoding phonological rules. Furthermore,
creating conlangs is often a one-person affair, and
as such, conlang software often do not support col-
laborative editing.

In the NLP literature, there is a wealth of research
in detecting neologisms (e.g. Cartier, 2017; Breen
et al., 2018; McCrae, 2019; Ryskina et al., 2020)
and computationally constructing neologisms (e.g.
Özbal and Strapparava, 2012; Das and Ghosh, 2017;
Wu and Yarowsky, 2018; Mizrahi et al., 2020).
However, these tasks are not the current focus of
Kuene, which aims to facilitate the human process
of creating neologisms.

The decisions about how to coin new Hawaiian
words are also out of the scope of this paper. Briefly,
priority is given to a wide range of words commonly
encountered by current Hawaiian language speak-
ers, and from the curriculum content of Hawaiian
language medium education programs. The guide-
lines created by the Committee to coin Hawaiian
neologisms are published in the Māmaka Kaiao
new Hawaiian words dictionary. A Hawaiian neol-
ogism requires two separate meeting approvals by
the Committee before it is forwarded to the Kuene
Committee to conduct its work.

3 System Description

We describe the components of the Kuene platform
and how it facilitates the work of the Hawaiian Lex-
icon Committee. A screenshot of the entry editing
page for the word pena waha (lipstick) is shown in
Figure 1. The interface can be localized in Hawai-
ian or English and easily supports extension to other
languages.

Entry. The main unit of data in Kuene is the entry.
A user can enter a new entry in either the Hawaiian
to English direction or the English to Hawaiian di-
rection, which we refer to as the Headword entry
and Definition entry, respectively. Both directions
will ultimately need to be entered, but Kuene sup-
ports automatically creating the opposite direction
entry and linking to existing entries. The main

3https://draquet.github.io/PolyGlot/
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Figure 1: A screenshot of Kuene on the editing page for the word pena waha (lipstick), one of many words which
was added to the Hawaiian dictionary in the past year. In Appendix A, Figure 3 shows the same interface for a user
with lower access privileges.

components of a Headword entry are: the Hawaiian
word, segmented syllables (to aid in pronunciation),
approval state, and potential links to other head-
words. The Definition entry is more complex, con-
taining the English definitions, the part of speech,
and several other attributes described below. Kuene
currently supports 14 Hawaiian parts of speech de-
fined in Kamanā and Wilson (2012). Kuene is also
inherently multilingual, supporting headwords and
definitions in English and Hawaiian, as well as other
languages including Latin, French, Māori, Samoan,
and Tahitian.

Approval. A dictionary entry must undergo nu-
merous checks for quality by different people before
being published in the dictionary. To support finer
division of labor, the headword entry and definition
entry can be separately approved. This is partic-
ularly useful for cases where definitions (English
words) have already been approved (i.e. there is a
demonstrated need for a Hawaiian neologism), but
the Hawaiian word is still being considered by the
committee. Kuene supports a variable number of
approval states as designated by the Committee’s
needs, ranging from introduced to needs supple-
mental attributes to published.

Attributes. Entry attributes provide details about
an entry that aid in comprehension of the word,
including example sentences, sources where this
word was used or found, related words, references,
and tags to indicate the topical categories of an
entry. Kuene has built-in functionality to format
each attribute with appropriate HTML styling when
published to the dictionary website or output to a
printed version, and also includes a helpful feature
to automatically add missing diacritics with AI in-
tegration (described below). In Appendix A, Fig-
ure 2 presents an interface (localized to Hawaiian)
for editing the available tags.

Comments. Because users of Kuene live in var-
ious parts of the Hawaiian Islands, it is important
that users can communicate about an entry without
having to travel to the same place. The Comments
section allows for in-context asynchronous discus-
sions about an entry, facilitating the Committee’s
work.

Attachments. The Attachments section allows
users to upload images, audio files, and video clips
that can be displayed on the dictionary website or
to support discussion about an entry.
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Changelog. For accountability of online manage-
ment, Kuene supports an in-context change log so
users can view a timeline of entry modifications,
preserving historical data.

Reports. Kuene can generate reports that summa-
rize the current state of progress. Currently, Kuene
supports generating reports for Approval States, At-
tachments, Attributes, Recent Changes, Duplicate
Headwords, and Tags. This allows users, for exam-
ple, to quickly list all entries that are at a specified
approval state, with links to edit those entries.

Publication. Once an entry has obtained full ap-
proval, automated checks can be performed for ex-
isting duplicate or related entries, which can be
manually fixed by editing the entry through Kuene.
After all necessary edits have been made, Kuene
can export the entry to an existing online Hawai-
ian dictionary4 for use by the general public. If
additional edits need to be made, the user can per-
form the edits through Kuene and then republish
the entry.

3.1 Orthography Modernization
When Protestant missionaries first arrived in Hawaii
around 1820, they introduced an orthography using
Latin letters to the previously unwritten Hawaiian
language. The use of the ‘okina (‘) to represent glot-
tal stops, and the kahakō (macrons) for long vowels,
was not standardized until about 100 years later.
Today, text with the ‘okina and kahakō diacritics
is particularly helpful for new Hawaiian language
learners who are not able to easily discern between
words that are spelled the same without diacritics
by context alone.

Kuene also supports integration with AI tools
for NLP-assisted modernization of the 19th century
missionary orthography. When viewing selected ex-
ample sentences from old sources written in the old
orthography, users can have AI systems perform a
first pass at modernizing the orthography of the en-
try. On the backend, this is implemented by prompt-
ing a locally hosted Llama 3.2 model to add ‘okina
and kahakō to the provided sentence. Preliminary
experiments show that this method is competitive
with sequence-to-sequence Transformer translation
models. After orthography modernization by the
NLP model, the user can make necessary correc-
tions before saving their edits to the dictionary entry.
This process saves the user the effort of manually

4https://anonymized

modernizing the sentence from scratch, and users
can also indicate that their corrections will be saved
for future retraining of the orthography moderniza-
tion model.

4 Conclusion

We presented Kuene, an online collaborative dictio-
nary platform that facilitates the work of the Hawai-
ian Lexicon Committee in coining Hawaiian neolo-
gisms. Kuene supports all the steps of coining new
Hawaiian words, from its creation to its publication
in the Māmaka Kaiao dictionary, which is accessi-
ble online through Wehewehe Wikiwiki. Kuene has
already seen major successes, with over 400 words
published through Kuene in the last few months.
The design of Kuene is very modular and extensi-
ble, making it relatively easy to produce different
dictionaries for different purposes or even differ-
ent languages. Kuene is also currently being used
to develop a dictionary for historical legal Hawai-
ian terms and a monolingual (Hawaiian-Hawaiian)
dictionary.

Because Kuene supports multiple dictionary
sources, a long-term goal is to develop a unified
corpus of entries drawn from various Hawaiian dic-
tionaries available today. We also plan to expand
Kuene to incorporate more NLP methods and tech-
niques, including improvements to the orthography
modernization, and tools that can automatically gen-
erate neologism, e.g. Özbal and Strapparava (2012),
which can potentially lessen the cognitive load of
the Committee members. Thanks to the efforts of
the Hawaiian Lexicon Committee, the new words
added to the Hawaiian lexicon through Kuene are
contributing significantly to the revitalization of
Hawaiian and promoting wider use of the Hawaiian
language in daily life.

Limitations

Our paper presents a web platform to assist the
Hawaiian Lexicon Committee in creating neolo-
gisms for Hawaiian, a critically endangered and
historically marginalized language. This type of
system may not be applicable to all under-resourced
languages in need of new vocabulary, especially if
there is no committee or governing body responsi-
ble for introducing new words to the language’s lex-
icon. We also recognize that there may be differing
opinions about the best way to facilitate the neolo-
gism process. For example, Hornsby and Quentel
(2013) describes conflicts of authenticity of neol-
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ogisms from different sources in Breton, a Celtic
language spoken in Brittany in modern-day France.
In this paper, we have taken a pragmatic approach,
focusing on creating a user-friendly and functional
platform that meets the needs of the Hawaiian Lex-
icon Committee.
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A Additional Screenshots

Figure 2 and Figure 3 present additional screenshots
showing the powerful functionality of Kuene.

Figure 2: Kuene supports localized UI and assigning tags for categorizing entries.

Figure 3: Editing the word pena waha from the perspective of a user with lower access privileges and an English
interface.
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Abstract

Building downstream NLP applications with
tokenization systems built on morphological
segmentation has been shown to be fruitful for
certain morphologically-rich languages. Yet,
indigenous and endangered languages, which
tend to be highly polysynthetic and therefore
potential beneficiaries of this approach, pose
additional difficulties in their limited access
to annotated data for morphological segmen-
tation tasks. In this study, we develop mor-
phological segmentation models for Hupa, a
Dene/Athabaskan language critically endan-
gered to North America. With a total of 595
word types, we seek to identify an optimal mor-
phological segmentation model and illustrate
how those tested perform under different levels
of training data limitation. We propose a simple
method that casts morphological segmentation
as a sequence binary classification task. While
this approach does not outperform the estab-
lished practice of multi-class classification, it
outperforms neural alternatives. This work is
conducted under the intention to act as a start-
ing point for future technological developments
with Hupa looking to leverage its morpholog-
ical qualities, which we hope can serve as a
reflection for work with other indigenous lan-
guages being studied under similar constraints.

1 Introduction

The Hupa people of the Hoopa Valley Reservation
in Humboldt county California are a federally rec-
ognized indigenous group within the United States
with over 3,000 documented descendants (Ency-
clopaedia Britannica, 2024). Despite resistance
to policies or attempts at cultural erasure imposed
by the American Government, the Hupa tribe has
shown signs of gradual increase in American influ-
ence, noted in reports dating back to the mid-20th
century (Bushnell, 1968). Today, many aspects
of their culture and tradition are upheld, but mod-
ern descendants are exhibiting a declining trend

in language retention with English taking over as
the primary language (Spence, 2021). Efforts are
being made to revitalize this piece of their culture,
but relevant language data is limited and the Hupa
language, of the Dene/Athabaskan language fam-
ily, is currently recognized under endangered status
(Campbell and Grondona, 2008).

With the support of community members and lin-
guists with advanced knowledge on the language,
recent work has started to leverage computational
techniques to facilitate documentation of Hupa
and creation of pedagogical materials for language
teaching. However, said research has only focused
on automatic speech recognition (Venkateswaran
and Liu, 2024). In this paper, we intend to con-
tribute to such efforts, focusing specifically on mor-
phological segmentation for Hupa. The goal of
morphological segmentation is to automatically
segment a word into its individual component mor-
phemes (e.g., lemons → lemon + s).

Like many other native American languages,
Hupa has a highly complex, yet productive,
polysynthetic morphology (Goddard, 1902-1907).
As a result, the process of segmenting words into
their morphological components in Hupa is like-
wise a difficult process when completed manually
by seasoned linguists. Building computational
models to segment words into sub-words, or mor-
phemes, can be advantageous for such morpheme-
rich systems. Furthermore, this can have major
implications in the automation of language doc-
umentation processes (see also Zevallos and Bel
(2023)).

With that in mind, this study makes two con-
tributions. First, we evaluate the performance of
four different model alternatives for morphologi-
cal segmentation for Hupa; we purposefully cre-
ate experimental settings with varying degrees of
data limitations in order to probe the robustness of
these models when faced with severely resource-
constrained contexts. Second, we propose a simple
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augmentation to the sequence-tagging approach
to morphological segmentation and show how it
levels up to established neural techniques.

2 Related Work

The task of morphological segmentation has en-
joyed popularity over the years for a number of rea-
sons. First, morphological supervision has practical
use in downstream NLP tasks such as dependency
parsing (Seeker and Çetinoğlu, 2015) and language
modeling (Blevins and Zettlemoyer, 2019). Mor-
phological information has also been shown to be
helpful for machine translation (Clifton and Sarkar,
2011; Mager et al., 2022) and automatic speech
recognition (Afify et al., 2006), two tasks that are
among some of the most useful for indigenous en-
dangered speech communities (Zhang et al., 2021;
Prud’hommeaux et al., 2021). In addition, morpho-
logical structures can be included in learning mate-
rials such as online dictionaries (Garrett, 2011).

Prior work has addressed morphological segmen-
tation for low-resource morphologically complex
languages, including cases such as Seneca (Liu
et al., 2021) as well as Mexican indigenous lan-
guages (Kann et al., 2018). These studies largely
focused on surface segmentation1, where the con-
catenation of all the individual morphemes is the
same as the initial surface word form (e.g., lemons
→ lemon + s). In this paper, we also concentrate
on surface segmentation using orthographic repre-
sentations of words in Hupa.

3 Experiments

3.1 Data and preprocessing

The data for this study consists of 595 word
types (no duplicates), which were extracted from
a set of nine unpublished Hupa texts drawn from
archival manuscripts with handwritten transcrip-
tions by Curtin (1888-1889), Goddard (1902-1907),
Kroeber (1900-1906), and Woodward (1953), plus
recorded and transcribed stories told by contem-
porary Hupa speaker Mrs. Verdena Parker and
handwritten sources, both validated in consultation
with Mrs. Parker. All transcriptions were rendered
in the practical Hupa orthography originally devel-
oped in the 1980s by Victor Golla and the Hoopa
Valley Tribe’s language committee, which is fea-
tured in resources like the Hupa Online Dictionary

1See Cotterell et al. (2016) for details on canonical seg-
mentation.

and Texts Website2 and the learner-oriented print
dictionary on which it is based (Golla, 1996). The
practical orthography uses conventions familiar to
people who are already literate in English, and is
accessible for a standard English keyboard, such
as the use of the digraph ch for an alveopalatal
affricate, u for a centralized schwa-like vowel in
closed syllables, colon : for vowel length, and
apostrophe ’ for glottalization of certain classes
of consonants and glottal stops elsewhere. These
orthographic representations were manually parsed
into component morphemes. The complete dataset
held an average of 3.10 morphemes per word, as
well as an average of 4 characters per morpheme.
Experiments were run using solely this practical
orthographic transcription.

3.2 Dataset construction
To probe the impact of and the interaction between
training data size and morphological segmentation
methods, we create augmented datasets with vary-
ing training set sizes. We illustrate the dataset con-
struction process with the following example.

Recall that the original dataset in orthographic
representation for Hupa contains 595 unique items.
We carry out the following procedures: (1) We first
split this dataset evenly (roughly) into five folds;
each time we select one fold as the test set and the
concatenation of the other four folds as the training
data pool. There are 595 / 5 = 119 items in each
test set, thereby 476 items in each of the training
data pools. (2) Based on the training data pool
size, we decided on a range of training set sizes
with mostly 100-item increment between each size:
{100, 200, 300, 400, 476/training data pool size}.
(3) With each training size, we randomly sample
without replacement a training set of that size from
a training data pool, 2 times, corresponding to two
training sets of that size. (4) We repeated step (3)
for each pair of training data pool + test set created
from (1).

3.3 Model architectures
We study four model alternatives from two
broad model classes: conditional random field
(CRF) (Lafferty et al., 2001) and neural sequence-
to-sequence (seq2seq) models.

CRF casts morphological segmentation as a se-
quence tagging task. Given a character wt within
a word w, where t indicates the index position of

2https://pages.uoregon.edu/jusp/dictionaries/
hupa-lexicon.php
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the character in the word, along with a curated fea-
ture set xt that consists of n-grams of local (sub)
strings, CRF gradually predicts the corresponding
label yt of the character using its feature set.

We curated the feature set for every character
in each word as follows. We first appended each
word with a start (<w>) and an end (</w>) symbol.
The feature set for the character consists of the sub-
string(s) occurring to the left and to the right side of
the character up to a maximum length, δ. Consider
the following Hupa word, xotuq, which consists
of two morphemes: xo and tuq (them/people + be-
tween; together the word means “between them
(people)"). If we were to set the value of δ to be 4
(which we did for model training), for the fourth
character in the word, u, the sequence of substrings
appearing to the left and to the right side of this
character will be, respectively, {t, ot, xot, <w>xot}
and {u, uq, uq</w>}. We concatenated these two
sequences to be the full feature set of the fourth
character u.

We implemented and compared two methods for
character tagging here: multi-class classification,
which is an approach applied before (Mager et al.,
2022), and binary classification, inspired by Pran-
jić et al. (2024). With multi-class classification,
for a character wt at position t in word w, we as-
signed it one of six labels: START (for <w>); END
(for </w>); S (for any single-character morpheme);
and B (beginning); M (middle); or E (end) for char-
acters in a multi-character morpheme. Based on
the morpheme structure of the word xotuq, the
segmentation labels are as follows:

<w> x o t u q </w>
START B E B M E END

In binary classification, said character wt at po-
sition t in word w, if not set to START (for <w>)
or END (for </w>), is assigned one of two labels:
B (for any character bounded, or followed, by a
morpheme boundary); and U (for characters un-
bounded, or not followed, by a morpheme bound-
ary). Again, based on the morpheme structure of
the word xotuq, labels are as follows:

<w> x o t u q </w>
START U B U U U END

We consider this form of classification as a sim-
pler alternative to multi-class classification. If suc-
cessful, breaking down the task of sequence tag-
ging to a simple option of 0 or 1, bounded or un-
bounded, provides a more efficient data representa-
tion design that can possibly facilitate the model’s
training when faced with fewer resources.

We built first-order CRFs (Lafferty et al., 2001;
Ruokolainen et al., 2013) for morphological seg-
mentation. All models were implemented with the
Python library crfsuite. This decision was moti-
vated by two factors. First, prior work has demon-
strated CRF to be superior to neural sequence-to-
sequence models as well as different variants of
unsupervised models such as Morfessor (Creutz
and Lagus, 2002), when it comes to low-resource
morphological segmentation for a variety of typo-
logically diverse languages (Liu and Dorr, 2024;
Liu and Prud’hommeaux, 2022; Cotterell et al.,
2015). Second, CRF models, particularly those of
lower orders (first-/second-order), are much faster
and efficient to implement.

Our second model class is the neural-network
models, specifically seq2seq. The models are ex-
pected to, given a word, produce an output of the
equivalent word segmented by internal morpheme
boundaries, indicated by the ‘!’ delimiter below:

INPUT x o t u q
OUTPUT x o ! t u q

We made use of three seq2seq frameworks with
the Python library fairseq (Ott et al., 2019),
each under their default parameters: TRANS-
FORMER model (embedding size of 512, 6 encoder-
decoder layers, 8 self-attention heads, and 2048
hidden units in the feed-forward layers); TRANS-
FORMER_TINY model, a less computationally de-
manding alternative contrary to the aforementioned
(embedding dimension and feed-forward layer di-
mension both being 64; and a LSTM-based frame-
work (embeddings of 512 dimensions and one hid-
den layer with 512 hidden units in both the encoder
and the decoder).3

4 Results

We use F1 score as an evaluation metric for model
performance. Table 1 shows the results of the CRF
models for multi-class and binary classifications
trained with differently sized training sets. Table 2
shows the results of the remaining three seq2seq
models. Notably, the CRF models are most suc-
cessful. Specifically, the multi-class classification
CRFs outperform all other approaches/model ar-
chitectures. While the binary classifier lags behind
the multi-class alternative, it still performs notably
better than any of the seq2seq models.

3https://fairseq.readthedocs.io/en/latest/
models.html
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Training Sample Size multiclass binary
100 70.07 62.08
200 76.18 68.96
300 78.40 70.13
400 80.27 71.16

Total 84.30 75.32

Table 1: Performance averages of the CRF-model ar-
chitectures per Training Sample Size: multi-class clas-
sification and binary-classification; Total refers to the
setting when all data from the training data pool is used
for model training.

Sample Size Trans. T iny LSTM
100 7.41 15.46 9.63
200 13.96 28.64 15.49
300 20.56 39.58 25.37
400 29.54 46.15 34.60

Total 46.78 64.12 59.98

Table 2: Performance averages of the seq2seq-model ar-
chitectures per Training Sample Size: TRANSFORMER
(Trans.), TRANSFORMER_TINY (Tiny), and LSTM;
Total refers to the setting when all data from the training
data pool is used for model training.

Regarding the tendencies of the results between
training sizes, we find that the CRF models show-
case a gradual increase in performance capability as
training set size increases. Despite CRF’s sequence
tagging strategy performing, comparatively, the
most optimal in these low-resource environments,
this trend demonstrates there is still a dependency
on data set size to consider, with the dependency
being stronger when training sizes are smaller (e.g.,
the largest F1 score increase occurs when training
samples go from 100 to 200 word types).

The seq2seq models follow a similar trend, yet
with much lower F1 score averages (Table 2). This
is possibly due to the fact that neural-network mod-
els have much more complex training parameter-
ization, which in turn can result in a reliance on
much more extensive data resources (Wei and Ma,
2019). This conjecture is further supported by
the results here that TRANSFORMER_TINY out-
performs TRANSFORMER, with the former having
a simpler architecture. The spread of F1 scores is
also unique, with seq2seq models showing greater
performance increase between larger training sets
in comparison to what is observed with CRFs.

Learning that CRF models achieve the best per-
formance in our experiments, we now ask: where
do CRF models fall short? To address this ques-
tion, we take a close look at the errors made by
CRFs. Most remarkably, the CRF models struggle
with words of 2 or more morpheme boundaries,

especially those consisting of short, 1-3 character,
morphemes. Around 66% of the time, the label-ers
for both multi-class and binary classifications un-
derestimate the number of morphemes in a word or
simply predict words to be one single morpheme.
Specifically, approximately 33% of all mistakes
can be attributed to the later, in which CRFs fail
to recognize the presence of any morpheme bound-
aries at all.

Another possible consideration of where the
CRF models fall short is the lack of overlap be-
tween the training and the test sets. Almost none of
the morphemes in the test sets can be found in the
corresponding training data. With a lack of paral-
lelism between model training and evaluation, this
leaves ambiguity in certain morphological struc-
tural situations that segmentation models might fail
to recognize. Yet, this challenge could be mended
by data augmentation methods in the future.

5 Discussion & Future Directions

We attempt to provide evidence of the efficacy of
various morphological segmentation models for
Hupa and their level of robustness in response to
different training set sizes. Our investigation identi-
fies that CRF model performances shift in response
to resource availability, yet they largely outperform
neural alternatives in significantly low-resource set-
tings. More notably, we also record a relatively
successful CRF model using binary classification,
again, outperforming all neural-network models.
Despite not surpassing the multi-class classifier, the
model averages are still relatively high and demon-
strate a simple implementation which can be taken
further in future work for Hupa and potentially
other languages alike.

As mentioned prior, one caveat of model perfor-
mance here is the recognition of words composed
largely of short morphemes. To combat this is-
sue, future work could consider experimenting with
data in phonological representations in comparison
to orthographic data. Phonological data formats
may provide insight into phonetic environments for
morpheme boundaries, providing suprasegmental
details such as stress, tone, etc. Orthographic data
may also falter as different sounds, varying in qual-
ity or length, are represented by the same symbol.
Future experiments testing phonological datasets
could help resolve ambiguity where morphological
distinctions are created by phoneme variations that
are not visible orthographically.
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Another future direction for this study is to apply
data augmentation methods to alleviate resource
constraints. With a dataset of only 595 unique
tokens, data augmentation could be implemented
to strengthen validity of findings pertaining to the
interaction of model performance and required data
resources. In addition, while seq2seq models fell
behind in this study, neural-networks may perform
promisingly when trained under a larger artificially
augmented dataset. We leave this for future work.

Finally, the findings reported in this paper and
future avenues discussed are made with the purpose
of continuously contributing to community-based
efforts in language documentation. For the Hupa
speech community, our plan for this line of work
is to keep improving the performance of the mor-
phological segmentation models, which will even-
tually be applied to automatically parse collected
and digitized Hupa texts for use by the community.
Additionally, we hope that our work will be helpful
for other indigenous communities and academics
engaged in similar efforts. To that end, we make
all our code publicly available.4
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